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CHAPTER I

A CONCEPTUAL ANALYSIS OF ROTE LEARNING
AND LEARNING WITH UNDERSTANDING

(1) Max has learned to recite the multiplication
tables by heart, but he certainly hasn't learned much about
arithmetic. On the other hand, Sally has learned what
arithmetic is all about.

(2) Judy has learned to recite the text-book answer
that slavery was an issue in the Civil War but she doesn't
understand it. Saul, however, has not only learned that
slavery was an issue in the Civil War, but also why it was
and how it was related to other factors. He really under-
stands the Civil VWar.

We commonly make statements like (1) and (2) in
talking about learning. These statements are usually meant
to characterize a difference between merely learning some-
thing by heart and learning it with understanding. In this
chapter I shall attempt to explicate the difference between
these two notions and to see how they are related to other
concepts such as knowledge, belief, reasons, intention,

practice, etc.
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1. Some Possible Attempts at Explaining the Difference
between Rote Learning and lLearning with Understanding

The first question that arises is whether this ap-
parent distinction between rote learning and learning with
understanding is one of degree or of kind. In other words,
is the distinction to be understood in terms of a single
meaning of 'learning' with the difference drawn in terms
of how this learning is accomplished or retained or exer-
cised, or is the distinction rather due to a difference in
the loglcal relations of the two learnings, i.e. to an
sambiguity in the meaning of 'learning'?
A first attempt at explaining the apparent differ-
ence in terms of a univocal meaning of 'learning' is the
position which says in effect that (1) and (2) simply show
differences of degree and not of kind. Thus, according to
this line, (1) might be roughly paraphrased as
Max has only learned to recite the multiplication
tables so far. He might learn what multiplication
is all about later like Sally, or he might not, but
in any case learning sbout multiplication in general
is, if you will, Jjust like learning to recite the
multiplication tables, only it is more complex and
anyone who has learned it can do many more things
as well. For instance, 8ally can not only recite
the multiplication tables, she can use them in
solving practical problems and she can also explain
the relation of multiplication to sddition and di-
vision.

(2) might become
8aul's learning is quite detailed. He not only can
answer "Yes" to the question 'Was slavery an issue

in the Civil War?', he can also answer many other
questions concerning slavery, the Civil War, and
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their relations. Judy can only give the text-book
answer that slavery was an issue in the Civil War,
but not Baul. He has learned this and much more
besides.

The central line behind these answers seems to be
that the only difference between "rote learning"™ and "learning
with understanding® is that the latter contains quite a
number of bits of learning while the former contains only a
few. There is a difference of degree (the number of bits
of learning involved) but not one of kind. One already
begins to feel a bit uneasy about characterizing "learning
with understanding” in this way, since we ordinarily think
we mean something more by it than the mere ability to recite
large numbers of statements, but perhaps the story could be
amplified to make it sound more plausible.

| One way of doing this might be to use the vocabu-
lary of set theory and stimulus-response psychology. If
we take learning to be identified with a change in the
class of responses available to a person given some stimulus,
then the difference between rote learning and learning with
undefstanding might be explainéd in terms of the mere size
of these classes. Rote learning is identified by a very
small response class, while learning with understanding has
a much larger class. Now, although this procedure seems
somewhat artificial (after all, what criteria do we use in
judging a class to have a "large enough" number of re-

sponses), nevertheless, such a procedure does seem to
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capture at least one of our intuitions concerning rote
learning versus learning with understanding. This intuition
is that rote learning is of somewhat limited value and of
use in only very narrowly circumscribed situations. On the
other hand, learning with understanding is intuitively
thought to be much more valuable through being of wider
application. However, attempting to capture this intuition
by the mere size of the response class seems to suffer from
the intuitive objection that it is not so much the size of
the response class, as it i1s the quality of what is in it.
For example, the actual size of Max's response
class using the multiplication tables may be very large.
He might be able to recite the tables clear up to 100 x 100
and apply them in many practical situations. On the other
hand, Sally's response class may be very small. She might
not know any more than up to 9 x 9, but if her response
class also contains such statements as express the theoreti-
cal relations of addition and division to multiplication,
the notion of natural numbers having a successor, etc., few

would hesitate, 1 think, in saying that she understood

arithmetic better than Max despite the supposed near
equality of size of response classes.

A similar situation would occur with my second ex-
ample. Judy may have memorized the whole text book while
Saul knows only a few general propositions. But if Saul's
knowledge is of a key nature and he can use it in explaining
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the Civil War, then surely he too has learned with under-
standing.

Another approach in this vein might attempt to tie
the difference between rote learning and learning with under-
standing to whether or not the learning requires practice.l
Thus a reference to rote learning would implicitly carry
with it a reference to having practiced the thing learned
while learning with understanding would not. In either
case reference would be made to two different things, but
the difference would be an empirical matter and the meaning
of 'learning' would in either case be the same.

Thus to recur once more to my example, Max had to
practice very hard in order to learn to recite the multi-
plication tables. His present ablility to do so is simply
a result of rote learning. He also has not learned with
understanding what multiplication is all about nor how it
fits in with other arithmetical conceptions and principles.
But if he did learn these further things, as Sally has done,
he would not have to practice them. There would simply
come a time when he "saw" that division is the inverse
operation of multiplication and he would not have to prac-

tice this "seeing" at all. The concept of practice secems

lSee J. Roland, "On Knowing How and Knowing That,"
Philosophical Review, Vol. 67 (1958), 379-388, for an appli-
cation oI the "practice” criterion to distinguish two sorts
of "knowing how." It will be obvious that this is closely
connected to what I am considering here.
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to be wholly inadmissible in this case. Even if the in-
verse concept only slowly dawned upon him over & period of
time, we would not, I think, be willing to say that he was
practicing anything during this time. Sally, on the other
hand, did not require "practice,” in any obvious sense, to
understand arithmetic. She simply read the lesson, perhaps
thought about it awhile, and "saw" what was going on. Again
the situation is entirely similar with the case of Judy,
Saul, and the Civil War.

The "practice™ formulation also seems to capbture a
part of our intuitions concerning rote learning and learning
with understanding, for most pieces of learning which we
want to call "rote" are of the nature of "skills" which re-
quire a certain amount of practice to get right. On the
other hand, learning with understanding, although it often
requires a great deal of thought and study, intuitively
seems not to require anything that can be called "practice.”
However, the "practice" formulation faces several diffi-
culties. I shall mention two of these. First of all, there
are some skills, e.g. doing logic and playing chess, which,
while they require practice, also involve, at least intu-
itively, a great deal of learning with understanding as well.
On the other hand, some simple skills seem to require very
little, if any, practice. It seems entirely possible that
one could learn to tie a particular knot simply by seeing

it done once. The second difficulty concerns the notion
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of "practice" itself. We do not seem to want to call the
study and thinking which may precede learning with under-
standing "practice,” but why is this? The notion of
"practice" would have to be spelled out in some detail be-
fore it could reasonably serve as a distinction between
rote learning and learning with understanding.

A very promising notion which is not unrelated to
the previously discussed notion of response classes is
that of "transfer," as used in psychological writing on
learning. However, the concept of transfer seems not to
have any precise logical characterization. Intuitively a
piece of learning has a large transfer value if it can be
applied to new situations; situations rather unlike those
in which the learning originally took place. That
phenomena exhibiting this intuitive notion do take place
seems not to be contested by psychologists. However, the
specification of transfer seems to be not very well agreed
upon at all. "Transfer" has any number of very precise
senses, given by the various methods of measuring it pro-
'posed by psychologists. For each psychological experiment
using the concept, there seems to be a precise character-
jzation of what the experimenter takes transfer to be in

the particular experiment. Two of the more popular

characterizations are the following: One might measure the

time required to learn two tasks separately by two control
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groups and then the time required to learn them successively
by a third and fourth group, A before B and B before A. Any
savings by the successive learning is transfer. Another
approach might involve learning how to do algebra by two
methods. Then a test which does not use directly any of
the specific problems or techniques learned in either method
night test the relative transfer value of the two methods
for the problems on the test. There are other methods as
well, but the philosophical problem remains untouched--
that is, the more exact specification of just what our
intuitive notions of "transfer" mean in general, so that a
clear picture can be gotten of how these various precise
empirical tests do measure transfer, if at all.

What is important for my purpose about the notion
of transfer is that it seems to capture another intuitive
notion we have about rote learning and learning with under-
standing. Those bits of learning which have a high transfer
value we tend to call learning with understanding, while
thogse bits having a low transfer value are generally put in
the rote learning category. Unfortunately, lacking a clear
meaning of 'transfer'it is not at all obvious whether
transfer marks a difference in the kind of learning or
merely a difference of degree.

For example, Hilgard says,

Because all learning is to some extent cognitively
controlled, the distinction between blind learning
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and learning with understanding becomes one of

degree. There is a point, however, at which under-

standing takes on new prominence. That is in the

kind of creative attack on a problem in which ex-~

perience does not provide solutions ready-made, but

the solutions have to be discovered or invented

through a reconstruction of experience appropriate

to the problem at hand. This is not completely

specified by experiments on insight, but it is

suggested by them.2
Is the point "at which understanding takes on new promin-
ence® to mark a difference in the meaning of 'learning' in
rote learning and learning with understanding, or is it, as
Hilgard seems to imply, only a difference in degree? I
think that this point does merk an smbiguity in 'learning'
and my reasons for this will become evident in the follow-
ing. However, for now, let me suppose that transfer really
does only mark a difference of degree. We might suppose
that what is learned has a high transfer value and thus is
learning with understanding, or a low transfer value and is
rote learning. Further, the presence or absence of transfer
does not mark a difference in the meaning of 'learning'

since both are learned, simpliCiter.

To recur for the last time to my examples we can
see that Max's learning of the multiplication tables has
low transfer value, although presumably it does have some,
i.e. I am supposing that he can utilize his learning in

figuring out how much 9 apples at 8¢ each will cost,

2E. R. Hilgerd, Theories of Lear (1st ed., New
York: Appleton-Century-Croits, 1948), D. >43.




10
although it is certainly possible (both logically and en-~
pirically) that his memorization of the multiplication
tables extends only to answering correctly what 9 x 8 is
and not to any practical application. Sally's learning,
on the other hand, has high transfer value and is thus
learning with understanding. ©She can talk about multipli-
cation in a variety of contexts. Saul's learning has
very high transfer value in that he can discuss a number
of questions about the Civil War and very probably can
make some highly interesting and instructive generaliz-
ations about the causes of war in general. His learning
is learning with understanding, but Judy's is not. She
can only give the text-book answers.

2. Another Approach toward laining the Difference
between Hote Learmning and lLiearning with Understanding

To begin with, all the approaches which I considered
in the last section, although by no means all the possible
ones, seemed to have two things in common. First, they
tended to treat the distinction between rote learning and
learning with understanding as exhaustive. All learning
was either with understanding or by rote. Second, with the
possible exception of the transfer approach, they all
seemed to assume that 'learning' was wholly ambiguous and
any difference between rote learning and learning with
understanding was to be a difference in degree of something
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or other and not a difference of kind.

In this section I want to question both of these
assumptions. I shall try to develop an argument for
claiming that the analysis of rote learning is logically
distinet from that of learning with understanding. 1In the
course of the argument, it will become apparent that this
dichotomy will not serve to classify all learning exhaus-
tively. There are numerous other classes as well and nmy
analyses should serve only to throw light on some of the
important features of the more common of these.

The method I shall use will be to isolate some
"paradigm locutions” involving rote learning and learning
with understanding and try to analyze these, keeping in
mind the intuitions which the various approaches of the
preceding section seemed to capture. By "paradigm locu-
tion" I mean nothing more than those forms of words which
seem in ordinary language peculiarly suited to express the
concept involved. I would also claim that if a paradigm
locution can be found expressing, say, learning with under-
standing, then most other ways of talking about learning
with understanding can be paraphrased into some form of
the paradigm locution with very little, if any, loss of
meaning. Furthermore, the analysis of the paradigm locu-
tion will then enable me to set forth clearly the logical

features of the concept in gquestion.
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Obviously this approach is a sort of "ordinary
language” approach in that it does seek clues to the analy-
ses of the concepts in the way these concepts are expressed
in ordinary language. However, I want to make it plain
that I do not intend my analyses ultimately to rest upon
an analysis of ordinary language as some Oxford philosophers
seem to make their analyses rest on "what the ordinary man
would say." Rather I use ordinary language as a clue only
to what the important logical features of a concept might
be.

Following this approach I want to ask just what a
paradigm locution for learning with understanding might be?
There seem to be at least four fairly commonly used learn-
ing locutions-—-'learning that', 'learning why', 'learning
to', and 'learning how'. A moment's reflection should con-
vince one that the latter two find much of their application
in talking about learning simple responses and skills of
varying complexity. Thus one learns how to type and how to
swim. The paradigm uses of 'learning how' seem to fit most
naturally the mold of performing a series of actions with-
out being able necessarily to give reasons for such per-
formances. Skills like typing are more commonly used after
'learning how' than are ones like logic. The case is simi-
lar with 'learning to' and I shall postpone discussion of
these two until I come to the analysis of rote learning

which they seem to fit better.
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However, both 'learning why' and 'learning that'
are often used in reporting learning with understanding.
Thus we say, "He has learned why there are two hydrogen
atoms in each molecule of water,"” and "She has learned that
naive set theory is inconsistent.” Of these two locutions
I shall take 'learning that' as my paradigm for analyzing
learning with understanding. There are two reasons for
this. First, it seems that most 'learningswhy' are summary
reports of more specific 'learningsthat'. Thus, "He has
learned why there are two hydrogen atoms in each molecule
of water because he has learned that hydrogen has a valence
of plus one and oxygen a valence of minus two. Further-
more, he has learned that the chemical valence must be zero
in any stable chemical compound.” It seems that the
'learning that' locution expresses the specific reasons
justifying the use of the 'learning why' locution.

To put the point in a slightly different way, when
we are told that someone has learned why something is the
case, it seems we can always ask what it is that he has
learned which gives the explanation implicitly guaranteed
by the 'why'. On the other hand, when we are told that
someone has learned that something is the case, we do not
seem to be able to ask so easily what it is that he has
learned why which justifies the 'learning that'. We can,
of course, ask him why he believes that which he has
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learned, but this seems to be asking for other 'learnings
that'! which justify the original one.

Second, using the 'learning that' locution enables
me to compare my analyses quite easily with recent analyses
of other obviously related notions such as 'knowing that',
'believing that', and 'teaching that'.? I shall therefore
take 'X has learned with understanding that p' as my para-
digm locution for analyzing learning with understanding.

A few remarks on 'learning that', simpliciter,

will be in order first. It seems obvious that if someone
has learned that water is a compound of hydrogen and oxy-
gen, then he also believes that water is a compound of
hydrogen and oxygen. That is, I claim that 'learning that'
entails 'believing that'. To see this, let me consider
two examples, the first where the person does not believe
what has ostensibly been learned, perhaps because he re-
serves judgment, and the second in which the person actually
believes the contradictory of what has ostensibly been
learned.

Suppose that John readsﬂa book or article by George
Gamov on the origin of the universe. (Gamov holds that the
universe originated with a "big bang.") Now we might
easily say that John has learned that the universe originated

3q . .
ee, for example, Gilbert Ryle, The Concept of Mind
(New York: ’Barnes and Hﬁble, 1949), fér a classic compari-
son of 'knowing that' and knowing how'.
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with a huge explosion. However, further suppose that John
is also aware of the rival "steady state" hypothesis con-
cerning the origin of the universe. (Very simply, this
hypothesis admits that the universe is expanding but clainms
that it has always been expending.) Being a careful maen,
John therefore simply withholds any belief whatsoever re-
garding the origin of the universe. It would seem that we
here have a case in which John has learned that the uni-
verse originated with a huge explosion but he does not be-
lieve that the universe originated with a huge explosion
because he has simply reserved judgment. However, appear-
ances are deceptive, and what I want to claim is that John
has not learned that the universe originated with a huge
explosion but has learned that George Gamov, among others,
holds a theory which says that the universe originated
with a huge explosion. In other words, my original de-
scription of John's learning was really elliptical for this
last description. When someone learns that such and such
is the case, but does not believe it, he really learns that
someone or some theory says that such and such is the case.

But now suppose that John actually believes that
the steady state theory is correct. How should we describe
his learning in this case when he reads Gamov's book?
Again, I think the answer provided above is obviously

correct. John learns that Gamov says the universe originated
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with a huge explosion. There is, however, an interesting
variation on this case. Suppose that although John believes
that the steady state theory is correct, he reads Gamov's
book in a course taught by a pedantic disciﬁle of Gamov who
is so benighteﬁ as to require that one answer test questions
in accordance with his master's teachings. Thus if someone
read one of John's tests in this course, wouldn't he be
justified in saying that John has learned that the universe
originated with a huge explosion? After all, John said so
on his test. I think not. In this case, John has not only
learned that Gemov says that the universe originated with
a huge explosion, he has also learned that his teacher will
not give him a passing grade in the course unless he (John)
says so on his tests. Thus he also learns to answer test
questions from this teacher with the desired answers.

This last bit of learning, 'learning to', will be
examined in more detail when I analyze rote learning. At
any rate I think that my line of argument is clear. In any
case which might seem to contradict the entailment of 'be-
lieving that' by 'learning that' I will claim that the
'learning that' locution originally used is elliptical for
'learning that someone says that' or something similar,
plus, perhaps, some additional learning. Thus I claim that
'X believes that p' is a necessary condition of 'X has

learned that p', and therefore, also of 'X has learned with
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understanding that p'.

I want to turn now to a consideration of the

following two sentences:

(a) Paul has learned that the earth is flat.

(b) Sue has learned that the earth is spherical.
What I am interested in is whether the truth or falsity
of 'p' in 'X has learned that p' makes any difference to
whether 'p' can be learned with understanding or not. AL
first glance it would appear that the truth or falsity of
what is learned makes no difference at all. Paul has
learned that the earth is flat, believes it, makes it a
part of his cognitive repertoire, and occasionally acts on
it. This would be quite e¢lear if Paul lived before
Columbus' time. On the other hand Sue has learned that
the earth is spherical, she believes it, has made it a
part of her cognitive repertoire, and occasionally acts on
it. BSue has learned something which is true while Paul
has not, but surely this makes no difference in the learning
that is involved.

Now while I think that such a characterization may
be correct in some cases, I do not think that it is right
in the case where the learning is learning with under-
standing. To see this let me examine a particular body of
knowledge, say, elementary astronomy. It seems that there

is some set of statements expressing the truths of
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astronomy. Now I admit that this class is rather ill-
defined, but that will not matter for my purposes. It also
seems that for it to be true to say that someone has
learned some astronomy, the person must have learned that
the members in a certain subset of these sentences are the
case. The person may have to learn certain other things as
well, but this is irrelevant here. (I shall discuss the
learning of a subject matter in more detail in Chapter III.)
Again the subset of these facts which must be learned in
order to have learned astronomy is not unique. That is,
one could imagine one person learning one subset and another
learning a different one and yet both of them learning
astronomy. I would even admit that the two subsets might
be nmutually exelusive. But it nevertheless seems to be the
cagse that gome subset must bDe learned in order for us to
say that the person has learned astronomy, and a fortiori
for us to say that he has learned it with understanding.

It also seems quite clear that the person may learn
some false things about astronomy as well as a great number
of true ones. But if we are to say that the person has
learned astronomy, the set of statements learned cannot
contain very many false ones. Furthermore, it intuitively
seems that the more false statements learned, the less the
understanding. What I am saying is that although there

may be no unique set of basic facts which must be learned
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in order to learn astronomy, if someone has learned astronony,
then there is 8 set of facts which has been learned and most
of these facts must be true. If this is so, then it secems
reasonable to require the truth of what is learned as a
necessary condition of 'X has learned with understanding
that p'.

Several comments must be made. First, I distinguish
between learning a particular fact with understanding, e.g.
that the world is spherical, from learning a subject matter
with understanding. It is the former to which the truth
condition is to be applied and not the latter. The way in
which the truth of the statements of a subject matter enters
into understanding that subject matter will be discussed in
the following. Second, I am aware that the justification
I have given so far for the truth condition is rather weak.
One might easily object to this requirement by saying,

But surely one could learn Ptolemaic astronomy

with understanding although it is false. In fact,

keeping in mind your distinction between learning

a particular fact with understanding and learning

a subject matter with understanding, it is even

the case that one could learn with understanding

that the sun revolves around the earth.
I think this last sentence sounds a little odd, but I do
admit that I must take care of objections like this, and I
believe that I can. However, I must first develop my

analyses more fully, so I shall for now simply continue

treating the truth of what is learned as a necessary
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condition of learning with understanding and take care of
this sort of objection in the next chapter. At any rate,
truth is quite obviously irrelevant to rote learning.
What is rote learned may be either true or false.
I have so far claimed that necessary conditions for

'X has learned with understanding that p' are 'X believes
thaf p' and''p! is true'. Let me now turn to a third con-
dition. It seems intuitively clear that learning with
understanding must also include reasons for the belief
held. It is not enough to understand something merely that
one has come to believe it, even if that belief is true.
To use Plato's famous example, a jury member may believe
that a defendant is innocent and it may be the case that
the defendant is innocent, but the jury member has come to
have this belief solely through the eloquence of the de-
fendant's lawyer. He has no justification for his belief,
true though it may be. He has not learned with understand-
ing that the defendant is innocent. For these reasons 1
propose 'X has good reasons for believing that p' as a
third necessary condition of 'X has learned with understand-
ing that p'. My analysis now looks like this: If X has
learned with understanding that p, then

(1) X believes that p

(2) 'p' is true

(3) X has good reasons for believing that p
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But (1)--(3) are Jjust the conditions of an analysis
of 'X knows that p' which goes back to Plato and which has
been accepted by almost every philosopher since.4 Thus a
necessary condition of someone's learning something with
understanding is that he comes to know it. This may not be
surprising, but it enebles me to use much of the recent work
on 'knowing that' in my analyses. This identification of
these three conditions of 'learning with understanding that'
with the classical analysis of 'knowing that' does have
some disadvantages too. For one thing there is the whole
question of "non-inferential" knowledge. It is not alto-
gether clear that 'knowledge that' must be analyzed in terms
of the having of reasons. I shall discuss this point in
more detail in the following chapter, but it does seem
clear that if any knowledge without good reasons is possible,
it is not of the kind which can be learned with understand-
ing, for "understanding"” clearly involves a direct reference
to the possession of reasons of some sort. A second possible
disadvantage centers around the existence of examples like
"John knows that he is married."™ It seems quite conceivable
that John could truly believe he is married with good
reasons, and yet, a priori, it would seem odd to say that

4Plato, Theaetetus. See A, J. Ayer, The Problem of
Knowledge (New York: MNacMillan, 1956), R. M. Chisholm, Per-
ceiving: A Philosophical Study (Ithaca, N.Y.: Cornell Uni-
versI%y Press, 195/), and Jaako Hintikka, Knowledge and Be-
lief (Ithaca, N.Y.: Cornell University Pross o I957, Tor
recent statements of this analysis.
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he has learned that he is married. These two points seem
to indicate that my conditiorsmay be necessary but not suf-
ficient for 'learning with understanding that'. Although
I shall give a more detailed discussion of these problems
in the next chapter, it seems to me that whether I can pre-
cisely formulate sufficient conditions is not too crucial,
for my inability to do so would rest on odd sorts of
problems such as these. And although it may be of philo-
sophical importance to consider knowledge which is not
"learned,” nevertheless, for most ordinary cases of knowl-
edge we know perfectly well whether they are likely to have
been learned or not.

3. BSome Possible Objections Answered and FEasily Misconstrued
olnts arifiled

Before proceeding to a more detailed examination of
my analysis, i would like to try to clear up some possibly
troublesome points. Upon a superficial reading one might
be tempted to say that what has been learned can be forgot-
ten and thus the mere fact that someone has learned some-
thing is no guarantee that he now knows it. However, this
is simply to ignore the fact that English almost always
uses the present perfect to refer to actions in the past
whose effects have continued up to the present. It is in

this sense that I am using 'has learned'. I take this to

mean that what has been learned has not yet been forgotten,
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and at any rate, I shall stipulate that this is the meaning
I attach to my use of the present perfect, since it is by
far the most common one. I shall use the past perfect to
refer to occasions when forgetting has occurred. Thus
"Susan had learned that such and such is the case"” is most
commonly followed by some statement to the effect that
"however, she has now forgotten it."
A second possible criticism might run as follows:
But certainly we often say that someone has learned
that something is the case and yet we would not be
willing to ascribe knowledge to him at all. For
example, it might easily happen that near the begin-
ning of a course on the Civil War, Jim learns that
slavery was an issue in the Civil War. Just after
such learning we could say that Jim has learned that
slavery was an issue in the Civil War, and yet we
might be loath to say that Jim knows that slavery
was an issue in the Civil War. He might or he might
not know it.
It is clear that even to give such a supposed counter-
example any plausibility at all, one must use such phrases
as 'near the beginning' and 'shortly after such learning'.
It is the use of such phrases that give the whole show
away, for these phrases clearly indicate that the learning
which has been going on is not learning with understanding.
It must be recalled that I have pointed out that 'learning
with understanding that' typically occurs in the context
of having learned a discipline or a subject matter and
clearly the proposed counterexample is not such & case.

The subject is only being begun, and the counterexample
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loses all its force when it is told of Jim at the end of
the course having learned some American History. In that
case I do not see why we should not say that Jim knows
that slavery was an issue in the Civil War,

Next, let me say something about the three conditions
themselves. Much of Chapter II will be devoted to analyzing
these conditions in some detail, but a few preliminary re-
marks would seem to be in order here. To begin with, the
"good reasons" clause is especilally in need of further
analysis, as the explication of what it is to be a "good
reason"” is perhaps the major dividing point of a great many
epistemologies. However, in my analyses I do not want to
become involved in epistemological guarrels concerning the
form which "good reasons" must ultimately take. I hope to
remain neutral on this point. For example, it will not
matter to my account whether the good reasons are propo-
sitional in form. They often will be (e.g. I take such
things as statements by authorities in certain situations
to be good reasons), but as to whether these good reasons
are ultimately propositional or instead the having of sense
data, whether they must have an element of certainty about
them or not, these are matters which will either be im-
material to my account or will be treated later.

Concerning the "truth" condition, I simply follow

Tarski's semantical conception of truth with neither apology
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nor justification.5 This conception seems so eminently
plausible that at the very least it deserves to be carried
through in various related analyses to see the range and
power of its applicability without worrying about any of
the controversies which may still surround it. For example,
I do not want to get involved in the controversy concerning
the consistency or inconsistency of ordinary language, nor
the problem of how to formulate Tarski's admittedly meta-
linguistic notion of truth in ordinary English. I do not
think that such formal questions need concern me here.6

However, I do want to say a word or two about why
I have separated the truth condition from the good reasons
condition. It seems that in some cases of knowledge the
reasons that a person has for believing a proposition are
sufficient to demonstrate its truth, e.g. the reasons may
be the steps in a valid sound deductive argument leading to
the proposition in question as conclusion. In such a case
the person not only knows the proposition, he knows that he
knows it. On the other hand such cases are relatively rare.

Most of the reasons which justify what we claim to know are

2A. Tarski, "The Semantic Conception of Truth and the
Foundations of Semantics,™ Philoso and Phenomenological
Research, Vol. 4-5 (19443, Z41-376, and "Der Wanrhelitsbe-
griff in den Formalisierten Sprachen" (German trans., of a
gook in Polish, 1933), Studia Philosophica, Vol. I (1935),
61-405.

6See A. B. Levison, "Logic, Language, and Consistency
in Tarski's Theory of Truth,"™ Philoso and Phenomenologi-
cal Research, Vol XXV (1965), 351:32522%, oT a discussion ©
how Tarski's theory of truth can serve to capture some of
our ordinary notions of "true in English."
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not "conclusive™ in this sense at all. Most empirical
propositions are of this problematic kind. Surely it is
very unintuitive to say that we never know a proposition
unless it has been conclusively demonstrated. Our store
of knowledge would be miniscule if this were required.
However, there is a sense of "conelusive” which simply means
"to econclude"--to put beyond a reasonable doubt, not beyond
a logiecal doubt--and in this sense, one could have con-
clusive reasons for believing a proposition which may,
nevertheless, turn out to be false. The reasons are simply
such as to make further present inquiry pointless, although
in the face of new evidence, the inquiry could, of course,
be reopened. It is this sort of good reasons which I have
used as a condition for learning with understanding and
knowledge, and it is clear that these reasons need not
guarantee the truth of that for which they are reasons.

Yet it must be obvious that we wish to retain the
truth condition for knowledge; for if someone believes
something with good reasons and it later turns out to be
false, we want to be able to say that he didn't really know
it after all. It should be noted in this connection that I
have offered an analysis of knowledge and not of the situ-
ation in which one is justified in claiming to know. It
seems clear enough that someone may be justified in

claiming knowledge without actually'knowing. I shall
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examine this distinction in some detail in the next chapter,
and try to show there that most attempts to eliminate the
truth condition from knowledge confuse "knowledge" with
"peing justified in claiming knowledge."

As far as further analysis of the "belief"” condition
is concerned, 'believes that' will be one of my primitives.
I shall use it as a generic term to include a whole host of
perhaps more psychologically explicit predicates such as
'fears that', 'hopes that', 'suspects that', 'is certain
(in the sense of having a psychological feeling of certainty)
that', 'half-knows that', 'feels that', etc. It should
not be thought, however, that I am merely stipulating a
definition of 'believes that'. It seems clear that all of
the locutions I have listed as possibly more explicit
formulations of 'believes that' have this in common--their
cognitive content usually can be expressed as well, though
perhaps somewhat less informatively, by the ‘believes that'
locution.

I am also aware that ‘'knows that' is sometimes used,
especlially by psychologists, to mean the same as what I
would prefer to express by the locutions 'beliéves that
with a feeling of certainty', or 'is certain (feeling of
certainty) that'. Thus in this use, one could say "John
knows that babies come from storks (usually with a firm

tone of voice and an emphasis on 'knows'), but, of course,



28

they really don't." It might be thought that such a use
proves to be a counterexample to my proposed analysis of
'knowing that', since whaet is "known" in this case need
not be true. That it is not a counterexample is easy to
see. Even the usual linguistic emphasis on "knows" in
stating the case is sufficient to show that ‘'knows' is
here being used in an inverted commas sense. "John doesn't
really know that babies come from storks, he only thinks
(believes) he does,” is the right response to make, and not
something like "He knows it all right, but it just isn't so.”

However, in order to make my account complete, I
must explain how such an inverted commas use of ‘knows'
comes about. The explanation is not far to seek. Accord-
ing to the analysis of 'knowing that' which I have given,
that which is known is not only believed with Jjustification,
it is also true. Now suppose someone learns something with
understanding and hence knows it. As this true proposition
is used in guiding conduct, in deriving other true propo-
sitions, in short, in working with this piece of knowledge
and in using it in our lives, we often begin to have feel-
ings of certainty associated with it, as with other propo-
sitions which we know. After a while it is natural that
we sometimes mistake the mere appearance of these feelings
for knowledge. Now this I take to be a fairly unobjection-

able empirical claim. However, I would also claim that
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these feelings of certainty are nelther necessary nor suf-
ficient conditions of knowledge. That such a feeling of
certainty is not a sufficient condition of 'knowing that'
is amply illustrated by the numerous cases where we feel
quite certain that something is the case only to find out
that it isn't at all. That this feeling of certainty is
not necessary is shown by the fact that we can quite cor-
rectly say of someone that he knows that such and such is
the case, say, just after he has learned with understanding
that it is so, and before any feelings of certainty set in.
0f course, if the proposition is analytic or the conse-
quence of a deductive proof, the onset of the feelings
might be very rapid, but if it is an empirical proposition,
they could be much slower.

4. An Analysis of Rote Learning
It will be recalled that I singled out four learn-

ing locutions for special study, 'learning that', 'learning
why', 'learning how', and 'learning to'. I have already
argued that 'learning why' is usually to be understood as

a summary locution for more specific 'learning that' lo-
cutions. I then anslyzed learning with understanding in
terms of the 'learning that' locution. I now want to take
a look at the two remaining locutions to see if either of
them might serve as a paradigm for rote learning.

Now since 'learning with understanding that' implies
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'knowing that', one might take a hint from Ryle and see if
rote learning might be associated with 'knowing how' or
'learning how'.? This would seem to be a promising line
since 'learning how' usually is used with reference to a
skill such as learning how to type or learning how to swin,
and the learning of skills is often associated with rote
learning. However, one nust be careful in this regard since
some skills are very complex, such as learning how to do
logic or play chess. The learning which goes into one of
these complex skills would seem to require a great deal of
understanding. However, we might take another clue from
Ryle. He argues that 'knowing how' cannot be reduced to
‘knowing that' and that 'learning how' cannot be reduced
tb 'learning that'. Intelligent practice 1s not the step-
child of intelligent theorizing.

Now Ryle's main point must be, it seems, beyond
dispute. What he is concerned to show is that the intelli-
gent execution of a skill (knowing how) need not be pre-
ceded by a shadowy operation of dictating to oneself what
to do. And in the complete context of his polemic against
Cartesian dualism, this does seem to be correct. However,
Ryle's claim that ‘'knowing how' cannot be "reduced" to
'knowing that' is ambiguous. If it means that one cannot
completely specify a skill in terms of factual statements,

"Ryle, op. cit., 1949.
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without remainder, then he is probably right, at least for
many skills. If, on the other hand, it means that 'knowing
how' entails no 'knowing that' statements, then it must be
false. This is especially obvious with complex skills
such as chess. It would be extremely odd to say that some-
one knows how to play chess if he does not know that the
king can move only one square at a time in any direction
except in the move called "castling." Again I am not sure
that there are any basic facts which must be known in order
for someone to know how to play chess, but it seems that
there must be some facts. (An analysis similar to the one
already given concerning learning a subject matter could be
given here to show that there must be some 'knowing that'
statements entailed by a correct application of 'knowing
how' even if these could vary from person to person.)
There is, however, a sense of 'knowing how' which does not
seem to entail any 'knowing that' statements, e.g., "That
one-year old child knows how to walk." This sense of
'knowing how' will be isolated and discussed in Chapter III.

Let me try to apply these ideas to 'learming how'.
The situation seems to be entirely similar with respect to
'learning how' as it is with 'knowing how'. There is no
"direct” entailment of any specific 'learnings that', and
thus no reduction in Ryle's sense, but that there must be

some entailment seems to be beyond doubt.
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Let me consider in a bit more detail what it is
like to learn how to swim, for example. In learning how
to swim, it seems that one of the things which nmust be
learned is to hold one's breath when one's face is sub-
merged. Disastrous choking and coughing ensue if one does
not learn this. It might be thought that what has been
learned here is that one must hold one's breath while under
water, but as Ryle points out the 'learning that' locution
seems to suggest a sort of mental recitation such as "hold
your breath" occurs before plunging in. Now that such a
recitation must ocecur is patently false, and although such
a 'learning that' may occur, it need not. But something
has been learned. What is it? I think that the 'learning
to' locution which was naturally used in describing the
situation points the way out. A person need not learn
that he must hold his breath while under water, for I have
already argued 'learning that' implies 'believing that',
and no such belief need be held or even suggested. But he
does need to learn to hold his breath while under water.
And this is, I believe, the paradigm locution for rote
learning. Although ‘'learning how' seems sometimes to
imply 'learning that' aﬁd thus beliefs, 'learning to' says
nothing about beliefs nor understanding, and I think that
we do not want any analysis of rote learning to imply be-

lief of any sort. If John has learned to hold his breath
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while under water, he simply does it. We might say he does
it by habit, or even, without stretching usage too much, by
rote. (Although the phrase, 'by rote', is most commonly
used to refer to a "recitation" of some sort, it does seen
to be applicable here too.)
It can now be seen that typical psychologists?

descriptions of learning can be used to give an analysis
of the 'learning to' locution.

X has learned by rote to g if and only if after a

series of trials, the probability that X will g

on the next trial is nearly one.
A few words need to be said concerning this analysis. A
"trial"” is simply a situation in which the response, g, is
appropriate. Thus in my swimming example, the first trial
might be the first time someone puts his head under water.
If 'q' is 'hold his breath when under water', then clearly
this is an appropriate response in this trial, and someone
has learned by rote to hold his breath when under water if
and only if after a series of dunkings (the series seems to
require at least one term), the probability that he will
hold his breath when under water on the next trial is
nearly one.

Although this analysis seems to have application

to locutions like "John has learned to do arithmetic™” or
"Sue has learned to play chess,"” the intuitive meaning of

a trial loses its clarity here. Thus one cannot specify
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very exactly what a "trial" would be like in the following:
"John has learned by rote to do arithmetic if and only if
after a series of trials the probability that John will do
arithmetic on the next trial is nearly one." This might
be thought to be an objection to my analysis, but the ob-
Jjection is removed once it is noted that these locutions
are really elliptical for a 'learning how' locution. Thus
"John has learned to do arithmetic" is elliptical for
"John has learned how to do arithmetic.” I do not claim
here that my analysis applies to 'learning how' although
it will be shown later that there is a close relationship
between 'learning to' and 'learning how'. ‘

Using this analysis, I can now give an account of
'learning that' locutions in which the learning is meant
to be rote learning. That is, I can analyze statements
such as "John has learned by rote that the universe origi-
nated with a huge explosion" (cf. Section 3). It seems
that three cases can be distinguished. First,the case in
which John believes what he has learned. Second, the case
in which John doesn't believe what he has learned, but
does not believe its contradictory either, having simply
reserved judgment. And third, the case in which John not
only does not believe what her has learned, but actually be-
lieves the contradictory of what he has learned.

The first case is the easiest. John has learned

by rote that the universe originated with a huge explosion,
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and since 'learning that' entails 'believing that', John
also believes that the universe originated with a huge
explosion. Furthermore, he has learned by rote to say
that the universe originated with a huge explosion. This
last, according to my analysis is equivalent to saying that
John has been in a series of trials and the probability
that he will say that the universe originated with a huge
explosion on the next trial is nearly one. The description
of the trials very probably will include his having read a
particular statement of the origin of the universe, his
having been told it several times, and perhaps his trying
to memorize one of the particular forms of words which ex-
press the proposition that the universe originated with a
huge explosion. This sort of situation seems to be, un-
fortunately, a very common one. A student reads something
or hears a proposition expressed, believes it, but doesn't
have any reasons for his belief, and therefore, simply
learns it by rote. That is, he learns by rote to say or
write a particular form of words which expresses his belief.

The second case was the one in which John does not
believe that the universe originated with a huge explosion,
and yet we describe him as having learned by rote that the
universe originated with a huge explosion. 8Since I have
already argued that 'learning that' entails 'believing
that', it would seem that this is a logically impossible
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situation. John would have to both believe the proposition,
because this is entailed by his having 'learned that', and
not believe it by hypothesis. This might seem to be a
counterexample to the idea that 'learning that' entails
'believing that', However, if we examine the situation a
bit more closely, I think that it will be seen not to be a
counterexample.

Let me ask just what sort of a situation would lead
us to say that John does not believe that the universe
originated with a huge explosion and yet also say that he
has learned by rote that it did. It seems c¢lear enough
that we would need some such evidence as the following:
John tells us in private that he simply doesn't know what
to believe about the origin of the universe. He has
learned what Gamov says, but he is unconvinced. Neverthe-
less, he realizes that if he does not give Gamov's answer
on the test, his teacher, an ardent Gamov fan, will fail
him. Therefore he memorizes the answer and gives it on
the examination.

The way to describe the situation now seems obvious.
"John has learned by rote that the universe originated with
a huge explosion® is, in this case, elliptical for "John

has learned that Gamov (or John's teacher) says (or be-
lieves) that the universe originated with a huge explosion,

and, furthermore, John has learned by rote to say that the
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universe originated with a huge explosion."™ The belief
implied by the 'learning that! in the first conjuct,
Gamov says that the universe originated with a huge ex-
plosion, is no longer inconsistent with John's suspension
of judgment concerning the actual origin of the universe,
and the second conjunct expresses Just what it is that
John has actually learned by rote. Thus the inconsistency
vanishes.

The third case was the one in which nob only did
John not believe that the universe originated with a huge
explosion, he actually believed the contradictory. Never-
theless, we want to describe him as having learned by rote
that the universe originated with a huge explosion. This
situation is much like the foregoing. Here, too, John
probably has a teacher who will insist on his giving the
"big bang" answer on a test despite John's belief that this
is false. The analysis might proceed along precisely the
same lines as before. "John has learned by rote that the
universe originated with a huge explosion” is simply
elliptical for "John has learned that Gamov and John's
teacher believe that the universe originated with a huge
explosion."” Again there is no logical contradiction now,
and it is not even necessary to say that John holds in-
consistent beliefs, even though this latter is empirically
possibla.a Unfortunately, it is all too common.

BThe point about its being logically possible to
hold inconsistent beliefs is easy to see if we schematize
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It should be noted here that the dogmatic teacher
is not the only way to explain the last two casss. John
nay simply have been required to know what the "big bang"
theory was. In this case the analysis for the elliptical
original expression would become "John has learned that
certain people believe that the universe originated with
a huge explosion and John nas learned by rote to say that
certain people believe that the universe originated with
a huge explosion.”

The important point in the cases where the person
does not believe what he has been said to have learned is
that if the learning is expressed by a 'learning that'
locution, we have independent evidence for the learning,

e.g. performance on a test, and the apparently incompatible
belief, e.g. John's statement of what he actually believes.
Lacking this independent evidence, we are perfectly justi-
fied in assuming that what has been learned is also be-~
lieved. The independent evidence refutes this assumption
by showing the apparently incompatible beliefs not to be

so at all when the learning locutions are rephrased. Thus

the "form" of words used in describing learning is to a

the situation. Thus '(X believes p) & (X believes ~p)' is
not a logical contradiction. However, as I have pointed
out in the second example, what is logically impossible is
that someone both believes and does not believe the same
proposition. '(X believes p) & ~ (X believes p)' is a
contradiction. The distinction between these two cases is
easy to see in the schematic form. The difference is in
the scope of the negation.
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large extent immaterial, but the concepts which these words
express in their paradigm uses are extremely important. I
believe these last examples show quite clearly how the same
locution can be used to express a variety of conceptually

different situations.



CHAPTER II

FURTHER COMMENTS ON THE ANALYSES OF "LEARNING
WITH UNDERSTANDING" AND "ROTE LEARNING"

1. Philosophical and Psychological Certainty

In Chapter I, Section 3, I claimed that a feeling
of certainty was neither a necessary nor a sufficient
condition of an analysis of 'X knows that p'. That "feel-
ing sure' is not a sufficient condition has never been
seriously denied. Only too often is our confidence mis-
placed. We feel sure, only to find out that we were mis-
taken, that we did not know at all. However, "feeling
sure" has been claimed to be a necessary condition of an
analysis of 'knowing that', and although I believe that
my argument against this view is correct, I must expand it
and try to show in & bit more detail why anyone would want
to claim that "feeling sure™ is a necessary condition of
‘knowing that'.

In his otherwise convincing article, Norman Malcolm
says,

Whether we should say that you knew, depends in
part on how confident you were. In case (2), if
you had said "1t rained only three days ago and
usually water flows in the gorge for at least that

long after a rain; but, of course, I don't feesl
absolutely sure that there will be water," then we
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should not have said that you knew there would be
water. 1f you lack confidence that p is true, then
others do not say that you know that p is true,
even though they know that p is true. Being confi-
dent is a necessary condition for knowing.l

Is this correct? I am afraid that as it stands,
Malcolm's claim is almost impossible to evaluate, as it is
hopelessly ambiguous. In two places, lMalcolm uses a form
of the locution, "being confident,” and in another place,
the locution, "feeling sure." Apparently he takes these
two locutions to be synonymous, but as I shall txry to
show, they can have at least three distinct meanings and
Malcolm simply does not specify which of these meanings
he understands his locutions to have.

To begin with, I would like to distinguish between
what I shall call "philosophical certainty" and "psycho-
logical certainty." Philosophical certainty is that
certainty which seems to have exercised philosophers since
Plato's time and is the notion under question in the vari-
ous attempts to give an analysis of the good reasons clause
in the classical analysis of 'knowing that'. What is
essentially involved here is the question of when the
reasons are "good enough" to serve as justification for

knowledge. Very roughly it seems that the reasons must be
sufficiently good to be "philosophically certain.”

lﬁorman Malcolm, "Knowledge and Belief," Mind, Vol.
61 (1952), 178-189, especially p. 179.
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One form of philosophical certainty is almost
certainly what is usually called "logical certainty." If
the reasons for a belief are the steps in a valid deductive
argument leading to that belief, and furthermore, we can
simply assume the premises of the argument to be true, then
it seems clear that the reasons are loglically certain and
then it is philosophically certain that the reasons are
"good enough."

However, this sort of philosophical certainty does
not take us very far., There are very few null-premiss de-
ductions leading to interesting results. Most of our
knowledge seems rather to be of the empirical variety which,
although it may be cast in the form of a valid deductive
argument, requires that we have some way éf determining
whether the empirical premises are true. And this determi-
nation must end in something other than a null-premiss de-
duction or tautology. Thus, the determination of what
constitutes philosophical certainty for empirical judgments
is the most important and least well understood problem of
the analysis of knowledge, and I cannot go into this problem
in any detail because it is almost as vast as all of con-
temporary epistemology.

What I would like to do, however, is to indicate
in a very brief form some of the major lines which have

been taken to attack this problem. One of the most
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popular lines until recently centered around the concept of
"sense data." It was argued, in one form or another, that
if we press the justification of empirical reasons far
enough, we eventually get to empirical evidence which is
logically self-justifying. This "evidence" is supposed to
be assoclated with the immediate contents of sense-
experience--that is, one is logically sure of the having
of sense data--although it is admitted that mistakes could,
of course, be made in interpreting the sense data or making

judgments concerning it. Thus "I see an apple" is fallible,
but "red-here-now,"™ the underlying evidence for the apple
statement, is supposed to be infallible. I do not want %o
"go into the myriad objections to this view now. BSuffice it
to say that in this extreme form it has been rejected by
many philosophers.

Another historical approach to the problem involved
the notion of synthetic a priori truths. Very roughly, this
line held that there are truths which no empirical evidence
can refute or confirm, but which nevertheless apply to
empirical statements as the framework in which empirical
evidence must be placed in order to be comprehensible as
evidence at all. A classic example of such a pﬁrported
synthetic a priori truth is the statement, "Every event
has a cause,® which, although clearly applicable to empiri-

cal evidence, cannot be refuted because every supposed
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counterexample is taken not as refuting the statement but
as labelling our ignorance of the real cause. Thus a
seenmingly causeless event simply makes us search harder for
the cause of which we are ignorant. This sort of approach
imparts philosophical certainty to empirical evidence by a
sort of vague coherence of the structure of empirical evi-
dence as a whole. I realize that this discussion has been
quite unfair to the numerous ways in which this notion has
been worked out by different philosophers, but again I can
only plead the vastness of the subject.

Another variation which seems to try to combine the
best features of the two preceding approaches runs something
like this. We do not have any logically infallible sense
data, but, nevertheless, certain empirical statements, al-
though they could be mistaken, do in fact possess the
requisite philosophical certainty. Statements such as "I
am now sitting at a table writing," are of this kind. They
are so well confirmed thet questioning them would be
foolish, despite the fact that future experience might lead
ugs to reopen the question of their truth. Furthermore,
these kinds of statements, since they are true on the
whole, impart the necessary philosophical certainty to
empirical reasons.

Now it should be noted that all of these approaches

to an empirical "philosophical certainty” seem to depend
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on logical certainty somewhere. Thus sense data are
logically incapable of being fallible. Synthetic a priori
truths are established by the logical requirement that we
have a ‘way to frame our evidence. Even in the case of
basic statements which could be wrong, it seems that it is
a logical point that not very many of them can be wrong.

However, I want to mention one more approach to
philosophical certainty which does not seem to involve
this reduction to logical certainty. Professor D. M.
Armstrong of the University of Melbourne has suggested to
me that this philosophical certainty need be no more than
the empirical certainty associated with empirical laws.
Consider the following case: Suppose a person were found
who could take a look at the horses in a race and then pre-
dict unfailingly which one would win. He does not have to
study their past records; he just watches the parade to the
post and then picks the winner every time. Suppose further
that in no case is he able to give us any further infor-
mation on his method of choosing winners than that he be-
lieves a particular horse will win & particular race, and
in each case he is correct. It seems to me that despite
a lingering feeling of a massive coincldence, we might be
compelled in such a case to admit that the man really does
know that such and such a horse will win such and such a

race.
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But what are the salient features of this knowl-
edge? It seems that the man must believe that such and such
a horse will win. Let us suppose that on occasion he says
that he does not believe a particular horse will win, but
picks one anyway, and is usually wrong. That is, only when
he believes the proposition is he correct, and in such
cases he is always correct. The second point is that he
must be in a certain situation; he must see the parade to
the post. Suppose he sees the horses in other situations,
but is usually wrong in his predictions in those situations.
He must be in the particular kind of situation of seeing
the horses parade to the post. Third, given these two con-
ditions, it seems to be an empirical law that his belief
is always true. Are not these sufficient for non-
inferential knowledge? Armstrong claims that they are.

The major problem seems to lie in seeing how the
man's repeated successes justify their being an empirical
"law" connecting his belief and the conditions he is in
with the truth of the belief. Laws seem to depend somehow
on a theory'and there is no obvious theory here. However,
Armstrong also claims that ordinary knowledge based on
perception is of this pattern also. If I believe that I
see & table and I am in some normal state and there is a
law connecting the normal state and the having of this be-
lief with the truth of what is believed, then Armstrong
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claims that I know, non-inferentially, that I see a table.
Furthermore, I need not be able to specify the law--it is
sufficient that one exists. In this caselthe "normal™
situation needs to be spelled out eventually so that we can
take account of our occasional errors of perceptual Jjudg-
ment, but the fact remains that we are right in such cases
80 often that such a spelling out certainly seems a
plausible suggestion. Furthermore, in this case Armstrong
argues that we do have at least an idea of a theory in
which such a law might fit--a physiological theory con-
necting perception and brain states. Thus even ﬁhough we
do not know the form of the law, it certainly seems
plausible to suggest that there is one in cases of ordinary
perception. I shall have more to say on this below.
Thus Armstrong's analysis of non-inferential knowl-

edge takes the form

X knows (non-inferentially) that p if and only if

(1) X velieves that p

(2) X is in a certain condition, C

(3) Whenever anyone is in condition, C? and believes
a sentence, p, of class P, then 'p' is true.

If this is right and if non-inferential knowledge is the
way to stop the regress in the good reasons clause of the
classical analysis of knowledge, then the philosophical
certainty here is simply the empirical certainty of an

empirical law. If, as a matter of fact, we are always
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right about certain beliefs in certain conditions, then
this would seem to be sufficient for knowledge. Such a
situation would provide us ultimately with the required
philosophical certainty.

Two points are immediately obvious from this brief
discussion of philosophical certainty. First of all,
philosophical certainty is predicated of reasons and evi-
dence and statements expressing reasons and evidence. A
statement is philosophically certain if it is "good enough"
for knowledge, and this in turn means that it is supported
by certaln kinds of evidence which are either logically or
empirically certain.

The second point is that philosophical certainty is
a dichotomous concept and does not admit of degree except
perhaps indirectly in empirical certainty. It is clear
that this is so in the case of logical certainty. Either
something is logically certain or it is not, and there are
no degrees here. The case is somewhat different with
empirical certainty. Here it seems that one can admit of
something's being more or less probable, more or less well
confirmed by the evidence. But even in this case there is
a point on the continuum beyond which it would be foolish
to seek further confirmation. It is at this point that
empirical evidence becomes "philosophically certain,” i.e.
able to support a knowledge claim. At any rate, I do not
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have to give a detailed analysis of empirical certainty for
it to be obvious that beyond this point, wherever it is,
or however it is established, the empirical evidence is
"good enough.” Thus the main point for my purposes is that
philosophical certainty is an all-or-nothing concept. (If
anyone objects to my use of ‘certainty' in talking about
thé objective characteristics which reasons must have in
order to be good enough for knowledge, I am perfectly will-
ing to talk about philosophical "acceptability" instead.)

Now, could philosophical certainty be the kind
which Malcolm is talking about in the quotation? I think
it cleerly is not. Even though it is not c¢clear whether or
not his "being confident" is a dichotomous concept, it is
abundantly clear that it is predicated of people and not
of reasons or evidence. Furthermore, if confidence is
predicated of people, it must be obvious that it admits
of degrees in a quite straightforward way. One can be more
or less confident, feel more or less sure of one's evidence.
It is thus quite clear that philosophical certainty and
psychological certainty are prima facie different concepts.
The former is dichotomous and predicated of evidence. It
is in a sense "objective." The latter admits of degrees
and is predicated of people. It is a "subjective” con-
cept.

Now these two notions may be related somehow, but
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they have no direct relation. An example or two should

serve to make this clear. One can feel very confident of
something for the weakest of reasons or even with no evi-
dence at all. On the other hand, some people, especially
people at the frontiers of knowledge, may have excellent
objective reasons for a result and yet perhaps because of
the unusualness of the result, not feel very confident at
all, I can and do admit that some notion of philosophical
certainty is involved in the analysis of knowledge. How-
ever, I do not think that this is what Malcolm intends.
The question can now be asked if Malcolm's clainm

is true if he means that psychological certainty is a

necessary condition of knowledge? Unfortunately, this is
still an ambiguous claim; for it seems that one can dis-
tinguish two different kinds of certainty within psycho-
logical certainty. These are an "emotional certainty"” and
a "volitional certainty.” The former is usually expressed
by such locutions as "I feel sure of it," or, "He feels
quite confident of that." Thus emotional certainty is
connected with how we feel about certain things. On the
other hand, volitional certainty is connected with what we
are willing to do or say. This certainty is commonly ex-
pressed without the ierminology of feelings, e.g. "I am
very confident that the sun will rise tomorrow." I want

to argue that emotional certainty is neither a necessary
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nor a sufficient condition of knowledge and that volitional
certainty, properly understood, is an element in simply be-
lieving something to be the case. Thus I shall argue
Malcolm's claim is false if it taken to refer to emotional
certainty and true, but misleading, if it is taken to refer

to volitional certainty.

2. Emotional Certainty snd Claims to Knowledge

Let me first consider that kind of psychological
certainty which I have called emotional certainty. It will
be recalled that this is a predicate of people, admits of
degrees, and is expressed in the language of feelings and
emotions.

The way to show that emotional certainty is not a
necessary condition for knowing is to distinguish, as
Woozley and White have done, between knowing and claiming
to know.2 A person can Justifiably claim to know that
something is the case without its being the case that he
really knows it at all. The Jjustifiability of the claim
is distinct from the truth of what is claimed. dJust as
someone can justifiably believe something which is not the
case, so can one justifiably claim to know when one in

fact does not know. A few examples should make this clear.

2&. D. Woozley, "Knowing and Not Knowing," Proceedw
ings of the Aristotelian Society, Vol. 53 (19533, I5I-172

AT R, n% o Know," PhilosoPhical Re—
v1ew, Vol. 66 (1957) 180-19
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A student of Ptolemaic astronomy probably believed
that the sun revolves around the eaﬁth. Furthermore, he
may have had good reasons for his belief. He had a theo-
retical system which indicated this and furthermore it
probably looked to him as if the sun revolves around the
earth. For all that he knew, the sun could have revolved
around the earth. Now surely we might want to say that he
was correct in saying or claiming that he knew that the sun
revolves around the earth, although we would want to deny
that he actually did know that the sun revolves around the
earth; for it doesn't.

Or to take another example, a blind man relying upon
his friend's usually accurate testimony could properly
elaim to know that snow is black if his friend told him so,
although, of course; he doesn't know it at all.

What these examples show, I think, is that being
Justified in making a claim to knowledge does not entail
that the claim is true. A person can be justified in
claiming to know that such and such is the case without
knowing that it is. Now my position is that emotional
certainty may be a necessary condition of a proper claim
to knowledge but not of knowledge itself. However, I have
not yet shown this. All my examples have shown so far is
that claims to knowledge and knowledge are to be distin-

guished, I think my examples have also shown that a
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Justifiable claim to knowledge does not entail knowledée,
but the question remains, does knowledge entail being
Justified in claiming to know? For if it does, and if
emotional certainty 1s a necessary condition of Jjustifi-
able claims to knowledge, then it seems that emotional
certainty would after all be a necessary condition of
'knowing that'.

That emotional certainty is a necessary condition
of a justifiable claim to knowledge seems clear enough.
We often say such things as, "How can you possibly say you
know that? 7You don't even feel sure of it," meaning by
this to question the propriety of his claiming to know it.

To show 'knowing that' does not entail a justifi-
able claim to knowledge is much harder, however, for as a

matter of fact, whenever someone knows something, he is

almost always also in a position to claim to know i%b.

Thus examples are hard to come by. One way of attacking
the problem is by showing that in so far as claims to
knowledge are simply claims, and the truth of what is
claimed does not entail the justifiasbility of the claim,
knowledge does not entail the Jjustifiability of a claim
to knowledge and thus not emotional certainty. This argu-
ment is, I think, correct; for we sometimes make wild
claims which just happen to be true, but for which we
have no justification whatever. But this is not enough.
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For while the argument could be admitted, it could be
objected that given a complete analysis of what it is to
be justified to claim knowledge, the reason the entailment
from the knowledge to the Jjustifiable claim to knowledge
fails is because knowledge does not imply some of the con-
ditions other than the emotional certainty one. It still
does entail emotional certainty. I think this countermove
is wrong because all that I can conceive of as an analysis
for justifiably claiming to know something would be the
following:

X is justified in claiming that he knows that p
if and only if

(a) X believes that p

(b) X nhas a high degree of emotional certainty
that p

(¢) If the reasons for X's belief were true, they
would be good reasons for believing that p.

But it can easily be seen that the only conditlion which
could fail to be entailed by knowledge that p is the emo-~
tional certainty one, (b). But perhaps the analysis is
incomplete.

Another tack suggested by White's paper is to show
that the reason "I know that p, but do I feel sure?" is
queer is not because "I know that p" entails "I am sure
that p." The reason that this particular conjunction of
statements is odd is because as soon as the first conjunct

is uttered, there is at least a prima facie case for saying
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that I am justified in my claim to knowledge. As soon as

I say "I know," if I am being sincere, I believe that I
am justified in the claim I am making. But the second
part of the conjunction then asks if I really am justified
after all. If I really doubted the justification of my
claim, I shouldn't have made it, and ordinarily I do not.
The conjunction is odd, not because of any logical contra-
diction in what is claimed, but rather in the fact that I
am put in the odd position of claiming and wondering about
the Justification of the c¢laim at the same time.

The case is much clearer in the third person where
this sort of oddness does not arise. Consider the follow-
ing: James has been writing his dissertation under the
direction of Professor Smith and is now in the process of
taking his oral examination. ©Suppose Professor Jones asks
Jim if the sentential logic is complete. Jim is very
nervous and in general manifests the signs of feeling very
uncertain about the answer. It seems to make perfectly
good sense for Professor Smith to say, "Jim knows that the
sentential logic is complete, he just feels very unsure of
himself.”™ Let me take the case even further. Suppose after
a great deal of hesitation, Jim said that the sententlal
logic was indeed complete. This in itself might not con-
vince Professor Jones who might believe Jim was simply
guessing. But suppose that Jim then proceeded to prove
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the completeness of the sentential logic still with extreme
nervousness and great signs of insecurity. Surely, despite
Jim's nervousness and feeling unsure, Professor Jones would
have to admit that Jim did know it. Jones might later say
to Smith, "He knows his stuff all right, but he must get
over feeling so insecure if he is to make a favorable im-
pression. Maybe the pressures of an oral examination tend
to interfere with the ability of candidates to say what
they really know." What Professor Jones would be indicat-
ing in such a remark is that feelings of insecurity and un-
certainty are often due to sources other than not knowing
the material. I think that this shows quite conclusively
that feeling sure is not a necessary condition of knowing,
usually feels sure.

It is precisely this sort of third person case
which I used in the first chapter to deny the necessity
of emotional certainty in an analysis of knowing. In that
case it was a student beginning a course who had learned
with understanding that such and such was the case, and
thus knew it, but who had yet to attain those feelings of
certainty which continued study of the course material and
bring.

One last point. It seems to make perfectly good
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sense to say, "How can you possibly say that you know that?
You aren't even sure of it," meaning by this not to question
whether or not he knows it, that could be admitted, dbut
only the propriety of his claiming to know. But if knowl-
edge entailed justification for ¢laiming to know, this
would be logiecally impossible. Furthermore, if Armstrong's
suggestions conéerning non-inferential knowledge are cor-
rect, then examples could quite easily be constructed in
which the person knows that such and such is the case, but
is not justified in eclaiming to know it; for all that is
required for him to know it is that he believe it and
there be a law connecting his belief and state with the

truth of what he knows. He need not feel certain at all.

3, Volitional Certainty and Belief

I want now to turn to the second species of psycho-
logical certainty, that species which I have called "vo-
litional certainty." It will be recalled that I claimed
that this kind of certainty is properly expressed without
the language of feelings and is connected with what we are
willing to do or say. The difference between emotional
certainty and volitional certainty can be brought out by
saying that my use in the first chapter of ‘'believes that'
as a generic term to cover 'hopes that', 'fears that',
*sugpects that,' etc. simply will not do. A person can
hope that something is the case although he believes its
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contradictory. A Republican in 1964 might have hoped that
Johnson would be defeated, but in his heart of hearts he
believed that Johnson would be elected. I want to suggest
that it is emotional certainty which is present in the
'hopes that' case and absent in the 'believes that' case
while volitional certainty is present in the 'believes
that' case and absent in the 'hopes that' case. Then since
'believing that' is a necessary condition of 'knowing that',
volitional certainty must also be present in knowledge.
H. H. Price gives the following analysis of belief.
8o far we have distinguished the following four
factors in the situation called "believing p":--
(1) Entertaining p together with one or more
alternative propositions, q and r.
(2) Knowing & fact (or set of facts) F, which
is relevant to p, g, and r.

(3) Knowing that F makes p more likely than q
or r, i.e. having more evidence for p than

for q or r.
(4) Assenting to p; which in turn includes

ga the preferring of p to g and r;
b) the feeling of a certain degree of
confidence with regard to p.2

I want to make several observations on this analy-
sis. TFirst, Price is analyzing a kind of belief which he
admits others might call opinion or reasonable or justifi-
able belief. This is made clear by conditions (2) and (3)
which I would largely take account of in my analysis of

knowing in the good reasons clause. Clearly (3) is

3H. H. Price, "Some Considerations About Belief,”

Proceedings of the Aristotelian Socie Vol. 35 (1934-
19757, %%g—égz, especially pp. 2§Bn§3;.'
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directly concerned with giving an account of good reasons,
i.e. of why it is more rational to hold p than some altern-
ative. (2) is not so directly concerned with the "goodness"
of reasons for a belief, but it nevertheless seems to deny
the possibility of entirely unsupported beliefs. I only
want to make two points concerning this condition. First,
even if beliefs must have gome evidence relevant to them,
the requirement that we know the evidence seems much too
strong. Surely belief in some evidence would be strong
enough for mere belief. Of course, the stronger require-
ment may be necessary for rational belief, but that is not
the kind of belief I am discussing.

Secondly, I am not at all sure that mere belief
requires any evidence relevant to the belief, even if the
evidence is only believed. The only argument Price gives
for this condition is the example of a fork in the road
where we have no evidence as to which fork to take.
Nevertheless, we do choose one fork, and in so doing,
Price argues that we only “act as if" we believe what we
have chosen. I readily admit that such cases exist and
that the "act as if" locution is the appropriate one to
describe them. However, I deny that this is the case in
all situations in which we have no evidence. The reason
the "act as if" description is appropriate in Price's

example is because the person has not actually assented
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to the proposition. This will become clearer in the
following.

At any rate, it seems perfectly plausible to say
that someone believes in God, or life on other planets,
even though he does not believe there is any evidence
relative to the truth or falsity of the belief. The
difference between Eelievigg and merely acting as if one
believes lies in the chance nature of the latter as op-
posed to the far-reaching constant influence of the former.
We take the right-hand fork and merely act as if it is the
correct way because given another similar situation we
might equally have taken the left-hand fork. But surely
we are not just flipping a coin when it comes to believing
in God or in life on other planets. Even if we do not be-
lieve that we have any evidence relevant to the belief,
there may be other reasons, not evidential, but perhaps
emotional which push us to one side or the other. The
empirical difference between these two notions lies, I
think, precisely in this chance nature of "acting as if."
A person acts if a proposition were true if, given similar
situations, there seems to be a merely chance variation in
what he does. If the variation is not chance, then we can
say that he believes the choice he makes.

Now condition (1) is simply meant to say that one
can understand a proposition without judging it true or
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false. In order for me to believe a propésition I must
understand the language in which it was expressed to me,
know the meanings of the words involved, and so on. This
is all that Price or I mean by "entertaining" a proposition.
Price uses the form "thinking of A as B" without believing
or disbelieving that A is B, without knowing that A is B
or note This is, I think, perfectly non-controversial.
Furthermore, in most cases the alternative proposition to
p is simply ~p. Of course, "entertaining a proposition”
or "gfasping the sense of a statement" undoubtedly needs
further analysis.4 However, the main point seems clear
enough. We can grasp the meaning of a statement independ-
ently of judging the statement to be true or false. Part
of this "grasping" may indeed involve understanding the
truth conditions of the statement, i.e. the ways in which
we would go about deciding its truth or falsity, but this
does not mean we actually must go through such a procedure.

Let me know turn to condition (4), assenting to the
proposifion. It is obvious that (4.b) simply expresses the
condition of what I have called emotional certainty, i.e.
the feeling of a certain degree of confidence. Of course,
I have to deny (4.b), or else either my analysis of knowl-
edge in terms of belief is wrong, or my arguments against

uAs an example of such a further analysis see P. F.
Strawson, "On Referring," Mind, Vol. 59 (1950), 320-344,
reprinted in Essays in Conce tual Anal%sis, edited by

A, G. N. Flew (London: acMillan and GCo., 1956).
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emotional certeinty as a necessary condition of 'knowing
that' are wrong. In fact, however, entirely similar con-
siderations of claims and what is claimed hold good
mutatis mutandis for belief as well as for knowledge.

Thus emotional certainty may be a necessary condition of
Jjustifiable claims to belief, but they are not necessary
conditions for the belief itself. Actually it is not even
queér in the first person to say "I believe that such and
such is the case, but I'm not at all sure of it." "But
mustn't there be some feeling of confidence," it might be
objected. "Of course, I don't have to feel sure, but
ceftainly I must have some feeling of confidence in order

to believe something.” I admit that we almost always and

perhaps always do, as a8 matter of fact, have these feelings.
But that doés not make them a part of the meaning of be-
lief, any more than the fact (if it is a fact) that all
creatures who possess a heart also possess a kidney makes
the possession of a kidney part of the meaning of 'possess-
ing a heart'. The only semblance of an argument which
Price gives for (4.b) seems to be the following:

The other case is thaet in which there is no evi-
dence at 8ll on either side, as when we come to

a fork in a road, and have no evidence as to which
of the two branch-roads is the right one. Here it
seems to me that assent, and therefore belief, is
impossible. We can only decide to act as if road A
was the right one. But we do not on that account
believe it. For we feel no confidence about its

being the right one.>

>Price, op. cit., p. 236.
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Now I have already claimed that what this argument
shows, if it shows anything, is that (2) is a necessary
condition for belief. But the argument, even if it is
valid, and I have argued it is in general not, does not
rest, as Price makes it rest, on the lack of a feeling of
confidence. Rather it rests on the lack of a lasting
commitment to the belief, a commitment made on a basis
other than mere chance. The man merely "acts as if" not
because he does not have any feelings of confidence, but
because he does not prefer one fork to the other. Ana he
does not prefer one fork to the other because he has no
reason (evidence or emotion) for so doing. He merely "acts
as if" and feelings of confidence may or may not be present.

Again because as a matter of fact feelings of
ceitainty almost invariably accompany belief, it is very
difficult to construct a counterexample to Price's con-
dition (4.b). However, I believe that the following is a
counterexample. Suppose that an ingenious philosopher
were to take the sceptical position concerning the external
world and proceed to destroy a student's confidence in the
existence of the external world. The student might very
well say, "All right, I don't feel at all sure that there
is an external world. You have made me feel very uneasy
about this, but nevertheless, I believe that there is an
external world." Would we say with Price that the student
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has merely decided to act as if there were an external
world? I think not. It would be extremely odd to deny
that the student actually does believe that there is an
external world. There is no element of chance here.

But condition (4.8), the preferring of p to its
alternatives (toa/p as I would say) is a necessary con-
dition of belief, and it is the one which enables me to
explain how Malcolm's claim can be true but misleading.

It is true because belief is a necessary condition of knowl-
edge. It is misleading because it appears that volitional
certainty is applied only to knowledge and not to belief as
well. Price characterizes preference as an all or none

sort of thing. We either prefer p to its alternatives or
we do not. We decide that p. We come down on one side of
the fence or the other and there is no question of degres
herse.

Now although preference itself may be an 8ll or
none affair, it does not seem to me that volitional certainty
is. Burely there asre degrees of volitionsal confidence. I
am quite confident that the sun will rise tomorrow and all
my actions show this extreme confidence. For example, I
plan on doing things tomorrow, I do not alter my present
activities, etc. On the other hand, I am not nearly so
confident that the San Francisco Giants will win the

National League pennant this year although I believe that
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they will. However, it seems to me that one can use the
notion of betting and accepting bets at varying odds as
expounded in modern subjective probability theory to give
an explication of what it is to have sufficient volitional
certainty to be said to believe a proposition. I suggest
that all the essential sense of "preferring p to ~p" can
be captured in the following explication:

X prefers ptoap if and only if X would be willing

to accept even money odds on p, but would not be

willing to accept even money odds on a p.
This explication I think rules out mere "acting as if" and
also shows the point in the scale of confidence at which
the all or none concept of preference comes into play.

Unfortunatély, the explication will not quite do

as it stands. I would have to add a condltion to the
effect that X was acting rationslly in accepting or refus-
ing the bets, i.e. was basing his decision solely on what
he believed the evidence for p to be. My original example
of the Republican who hoped Johnson would be defeated but
believed he would not shows the necessity of a rationality
condition. If offered an even money bet on Johnson's
being defeated, my man would probably accept it; for to
not do so would show that he didn't really believe the
Republican candidate, Goldwater, would win, and even though
he did not believe Goldwater would win, it is simply not

good form to bet ageinst the man one supports. Thus
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because of other than evidential considerations, he would
irrationally accept a bet he did not believe he would win.
But even so, the size of the bet might make the man act
rationally in spite of himself. Although he would un-
doubtedly bet on Goldwater if the stakes were comparatively
small, if he were somehow forced to accept an even money
bet on one of the two candidates at stakes which were very
meaningful to him, I suggest he would probably bet in ac-
cordance with his belief, and not in accordance with non-
evidentisl considerations. However, these non-evidential
considerations do not affect the logical analysis of the
degree of confidence a2 person has in a proposition in
order to believe it.

I think that another way of putting this point is
to say that belief is essentially dispositional. Part of
what believing a proposition means is that we are disposed
to act in certain ways because of our belief. Now to call
a term "dispositional” is not by itself to admit that there
are any directly stateable laws connecting the having of |
the disposition with what would happen in certain circum-
stances. I1f John believes that EKennedy was a good presi-
dent, we would expect him to say so in certain circum-
stances. We would expect him to support many of Kennedy's
policies and decisions and many other things as well. But
this does not mean that if we know that John believes that
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Kennedy was a good president, we could unerringly predict
that John would do these things in the way that we can
predict that my pencil would fall if I released it. Rather,
if John failed in 8 very great number of cases to do those
things which we expect of someone who believes that Kennedy
was a good president, then we would have reason to doubt
that he believed it, although there could almost always be
special circumstances which would explain the failure of
our expectations and yet be consistent with the claim that
John believes that Kennedy was a good president. One such
explanation could be that John doesn't understand English
and all the occasions in which we expected him to behave
in certain ways and were disappointed were such that he
would have had to have understood English to behave in the
expected manner. Another might be that on all the occasions
of frustrated- expectations John believed that the person
being referred to was not Kennedy, but someone else, because
he did not realize that 'JFK' and ‘'Kennedy' referred to ths
same person.

Ryle seems to say that dispositions are very much
like 1awa.6 They enable us to explain, predict, and many
other things that laws also permit us to do. In fact
according to Ryle there are only two differences between
dispositional statements and laws. The first is that

SRyle, op. cit., pp. 117-125.
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while laws are "open at both ends," dispositional state-
ments are "open at only one end" for they mention a par-
ticular person or thing. Thus while laws are true of all
the objects of a certain class, dispositional statements are
ordinarily true only of particular objects. This is quite
obvious in the case of beliefs which we ascribe to particu-
lar people.

The second difference is that although both laws
and dispositional statements are expressible in terms of
subjunctive conditionals, dispositional statements are not
80 easily disconfirmed as laws. For example, the law,

"All unsupported objects fall when released in a gravi-
tational field,” is meant not only 8s a report of past
occurrences, but also as a prediction of possible future
occurrences, both actualized and unactualized. Thus we
get the subjunctive, "If any unsupported object were re-
leased in a gravitational field it would fall." Further-
more, this is usually taken to be refuted by any counter-
instance, unless the counter-instance can be explained
away in terms of other laws. But consider "John believes
that Kennedy was a good president.™ The subjunctive form
of this is much harder to state since such a belief in-
volves John in being prepared to do a great number of
different things. Furthermore, this set of things is quite
vaguely defined, which in itself leads to much less rigor
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insofar as a counter-instance being taken as a refutation.
But the situation is even less rigorous than this, for
Ryle seems to imply that even if the set of things which
John must be prepared to do were precisely specified, a
certain minimum smount of failure to perform would not re-
fute the ascription of the belief. Dispositions are

essentially less precise than laws.

I think that Ryle is correct in this, but unfor-
tunately the very close connection between dispositional
statements and laws can easily lead one to believe that
dispositional statements are really just first approxi-
mations to laws. To begin with, one is tempted to collect
a number of instances of dispositional statements which
differ only in the particular individual named and general-~
ize away this reference to particulars. Thus from observ-
ing that A, B, . . .all believe such and such and then do
thus and so, we conclude that anyone who believes such and
such would do thus and so. Secondly, it is all too easy
to assume that the greater vagueness in a dispositional
statement need not be essentially so. In order to make a
dispositional statement into a law, we merely need to spell
out all the relevant circumstances in more detail, and we
will eventuslly get a law describing just the same sorts
of entities and events which the dispositional statement
originally described.
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I think that this sort of a procedure would be a
mistake, albeit a natural one. It may be that a proper
analysis of any dispositional statement entails the exis-
tence of a law, but this is not to say that the form or
even the concepts used in the law are at all similar %o
the form of the dispositional statement or the concepts
used in it. Nelson Goodman has shown the extreme 4diffi-
culty of giving any sort of straightforward analysis of
subjunctive conditionals, and subjunctive conditionals are
most often used as the means to give a first approximation
to an analysis of dispositional statementa.7 Thus if I
were to say "This match is ignitible," the corresponding
subjunctive might be "If this match were struck, it would
light." But this latter defies analysis in any straight-
forward way as Goodman has so adequately shown. Neverthe-
less, we are convinced that there must be some la#, even if
we can't state it, which supports this subjunctive. And,
of course, there very probably is. Only the form of the
law would undoubtedly be much more complicated than
"Whenever X, Y follows" and, of even more lmportance, the
concepts used in the law would probably not refer to things
like matches' being struck and lighting at all. Rather it
might use concepts such as oxidation, specific quentities

of heat, temperatures, friction producing heat, etc.

7Nelson Goodman, Fact, Fiction, and Forecast (Cam-
bridge, Mass.: Harvard University Press, 1955).
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The case is entirely similar with belief. To as-
cribe & belief to John does indeed involve ascribing a
disposition to him to behave in a certain range of ways,
and this in turn is to say that a subjunctive of the form
"If John is in a certain condition, then having the belief
that he does, he would probably do such and such an act,”
is true. Furthermore, we can even say that there is sonme
law which supports this subjunctive and which could be used
in some kind of explanation of the behavior, but this explan-
ation need not at all be the usual kind of explanation in
terms of reasons, beliefs, and desires. We need not have
a clue as to what the law nmight look like.

Roughly, the reason straightforward generalizations
of the subjunctive conditionals connected.with dispositional
statements won't do as analyses of the dispositional state-
ment is that they are not laws since they are not ulti-
mately confirmed by their instances. And the reason these
subjunctives are not confirmed by their instances is that
they usually use concepts to describe the events which are
not appropriate for being used in laws. However, these
events can sometimes also be described in terms which are
appropriate for being used in laws and thus the dispo-
sitionai statements are supported by laws. We have no
laws connecting matches, being struck, and lighting, but

we may very well have laws connecting oxidation, specific
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heats, and heats of friction. Similarly we have no laws
(or very few) connecting beliefs, intentions, and actions,
but we may very well have laws connecting brain states,
brain processes, and muscular or neurological movements.
I shall return to this point in Chapter IV where I shall
propose eriteria for evaluating proposed analyses of dispo-
sitional statements-~-those analyses which are so popular
in reductionistic psychology. (By "reductionist psychology"
I simply mean those schools of psychology which attempt in
one way or another to eliminate talk about reasons, beliefs,
intentions, i.e. mental concepts, in favor of talk about
observable things.)

However, what I have said so far shows explicitly
how certain common sense ideas concerning testing for
learning and the limitations of testing are well grounded.
First it shows that since a great deal of learning involves
belief, learning is dispositional in the way that belief is
dispositional. And this in turn, because people who have
certain beliefs tend to behave in certain verbal ways,
among others, shows why verbal tests are relevant to find-
ing out if learning has occurred. On the other hand, since
there do not exist at the present very many, if any, known
laws supporting the dispositional statements, testing is
limited. There could always be a reason for a wrong snswer

on a test which would counteract the presumption that the
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student had not learned that particular bit of information.
If there were any known laws connecting belief and behavior,
this possibility logically could not arise in those cases.
The best that we can do at present is to see if the student
consistently fails to behave in the ways in which a correct
application of the belief statement to him would lead us to
expect him to behave. If he does fail to so behave, then
we have good, although not conclusive, reasons for believ-
ing that he has not learned what he was supposed to have
learned.

One of the most important, although not the only
set of subjunctives associated with belief as a diposition
is concerned with verbal behavior. Thus if someone be-
lieves something, we suppose that if he were asked certain
questions in certain circumstances, he would say or write
certain things. Now the fact that belief has these "verbal"
subjunctives associated with it enables me to distinguish
roughly between "cognitive” learning and the learning of
"skills.” For it has probably already been noted that not
only are learnings where belief is involved dispositional,
but the learning of skills is also dispositional where
beliefs are involved, if at all, in a secondary way. If I
say that Mary has learned how to type, I am ascribing a
disposition to Mary Jjust as much as if I had said that

Mary‘has learned that the Declaration of Independence was
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signed in 1776. The difference between them is that a test
of the former disposition tends to be of the nature of see-
ing if Mary can perform certain non-~verbal behavior, e.g.
taking a typing speed test; while a test of the latter is
usually made by seeing if Mary can perform certain verbal
tasks, e.g. answer questions on a test.

0f course, the distinction is not hard and fast.
Mary's having learned how to type may include some dispo-
sitions to verbal behavior as well as her simple typing
performance, e.g. identifying parts of the machine by name,
being able to read copy, etc. But this verbal behavior
surely is subordinate to her typing. On the other hand,
Mary's having learned that the Declaration of Independence
was signed in 1776 may involve some dispositions to perform
certain non-verbal behavior, e.g. going to a dance in 1976
celebfating the 200th anniversary of the signing of the
Declaration of Independence. But again this would be sub-
ordinate to her verbal behavior.

Finally one last important characteristic of belief,
which will be amplified in detail in the fourth chapter, is
the fact that belief is intensional or provides an opaque
context. Discussions of what this amounts to abound in
recent philosophical writings and Quine and Chisholm have
given excellent presentations of the technical details of
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the intensionality of belief.8 For my purposes it is suf-

ficient to summarize the intensionality of belief by saying
that the most important considerations for talking about

a person's behavior are not those which bear on what the
situation he is facing in fact is like, but rather those
considerations which bear on what he believes the situation
he is facing to be like.

This intensionality of belief can be illustrated
in a graphic way by considering the by now famous example
of the morning star. Let me suppose that John is endowed
with at least a modicum of logical acumen and thus

(a) John believes that the morning star is identical
with the morning star.

but, of course,
(b) The morning star = the evening star = Venus.
Thus by substitution we get

(¢) John believes that the morning star is identical
with the evening star.

But (c¢) may not be true and in fact at certain times in
history certainly was not true. But this is a paradox.
By following well-accepted rules of logic, we have derived
a false conclusion from true premises. Clearly the trouble

is not with substitution but with this particular kind of

8yillard Van Ormen Quine, Word and Object (New York:
The Technology Press of The Massachusetts Ins te of Tech-
nology and John Wiley and Sons, Inc., 1960); and R. M.
Chisholm, Perceiving: A Philosophical Study (Ithaca, N.Y.:
Cornell University éress, 1957).
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context. This situation has been called the gpacity of
belief contexts and has given rise to a huge amount of
recent philosophical discussion which it is beyond my pur-
poses to consider. It is sufficient to notice that the
ordinary substituting of names or descriptions of the same
thing does not necessarily preserve truth value in all
contexts.

Let me consider another example more sulted to my
purposes. Suppose a student has learned that the sum of
the squares of the legs of a right triangle is equal to the
square of the hypotenuse and furthermore has learned how to
prove it. Then he is faced with the question on & test to
state and prove the Pythagorean theorem. But suppose that
for some reason he doesn't believe that the Pythagorean
theorem is the same as the one he has learned. It seems
that the opacity of belief gives some weight to the
student's oft-voiced complaint, "Oh, I knewhow to do that,
but I didn't think that was what was wanted (or meant).”

And another example. Suppose a student wants to
learn "how to think properly,” and thus takes a course in
modern logic because he believes that logic will teach him
how to think. However, if someone substituted for 'logicf
in his belief a description of the study of the proposi-
tional calculus, the functional calculus, formal proofs,

formal systems, etc., it seems highly unlikely that the
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student would also believe that would teach him how to
think properly.

Thousands of similar examples could be given. It
is important to note this opacity of belief contexts and
thus by means of the snalyses I have given the opacity of
many learning contexts; for many problems in learning take
on a new light when it is realized that 'learning' often
appears in opaque contexts. I shall also show in the next
section that the opacity of belief is erucial to an under-
standing of the good reasons clause in my analysis of
knowledge and, thus, also to learning with understanding.

There are two main reasons for spending so much
time on getting clear on Jjust what sort of certainty 1s
connected with knowledge and in what ways. The first of
these reasons has already been suggested in my discussion
of the student taking an oral examination. What the
examiner wants to know is how good a student's evidence is
for his beliefs. That is, the examiner ought to be con-
cerned only with philosophical certainty--the relation of
evidence to beliefs--and whether the student has such evi-
dence. Unfortunately, testing situations are often quite
anxiety producing, and they sometimes cause great feelings
of insecurity in the student. The student is emotionsally

uncertain of himself, and this sometimes interferes with
his performance, despite the fact that he is usually
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volitionally certain of what he knows, and, furthermore,

his reasons are often philosophically certain--adequate

for his belief. At the very worst the examiner sometines

is tempted to conclude from the obvious emotional insecurity
of the student that he has not learned with understanding
what he is supposed to have learmed.

On the other extreme there is the case of the
brashly confident student wﬁo exhibits a great deal of
emotional certainty, but whose beliefs are unsupported by
evidence which is philosophically certain. In this case
the danger lies in the other direction. The examiner is
tempted to coneclude that the student knows what he is talk-
ing about when he may merely have cultivated an air of
confidence. Of course, these points are psychologically
clear, but a proper attention to the logical relations of
the different kinds of certainty to what is known, bellieved,
learned, justifiably claimed, has, to my knowledge, never
been sufficiently emphasized. If learning and the testing
for learning is to proceed in a valid way, the correct
understanding of the kinds of certainty and what they show
is indispensable.

The second major point concerns the sttempts of
various philosophers in the pragmatic tradition to define
truth as roughly that which works. These philosophers,

and they abound in schools of education, have been duly
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impressed with mankind's fallibility. Only too often do
we feel sure of something, only too often are we confident
of something, only to find out that it is not so at all.
Impressed by human fallibility and by the ocecasionally
striking differences in the conceptual schemes of certain
other cultures, these philosophers have despaired of ever
knowing what the "real" truth is. As a result they have
denied all "absolutes" wholesale, including truth, and
have sought to define knowledge in a way that seems to be
nothing more than what I would call being justified in
claiming to know.

0f course, one must not be hasty in condemning
someone's belief simply because it does not agree with
one's own ideas, and, of course, numerous intellectual and
moral outrages have been perpetrated by groups claiming to
have some special ineiéht into absolutes, and of course,
one nust try to understand opposite points of view. But
none of this means that there is no clear mesning of ‘'is
true', and that we all ought not to strive to believe just
those things which are true. Such redefining of relatively
clear concepts such as 'true', 'knowledge', 'certainty',
can lead only to confusion. What I hope to have shown
with my analyses is that there are perfectly good senses
of these words, and one ought to be clear in using them.

And if one does this, then all of the problems with which
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pragmatic philosophers concern themselves can be formulated
in a straightforward way without the dangers of misunder-~
standings and misinterpretation. Let philosophers be con-
cerned with verying points of view, or "frames of reference"
a8 they are sometimes called, but one can talk about this
in terms of justifiable claims to knowledge without talking
about 'true from a point of view'. Indeed, let us discuss
beliefs which are strongly held and acted upon by certain
cultures. Let us also discuss the reasons for these be-
liefs and try to see if they are true, but there is no
reason to call these beliefs *knowledge" if they are not
true. Only confusion can result from thus tampering with
perfectly good notions. Let us indeed be suspicious of
any claims to special insight into knowledge, but let us
not reject the publicly observable and testable knowledge that
we do have. I hope that my analyses have shown how one can
talk about the important problem of learning without re-
sorting to the specialized terminology of so many pragmatic
philosophers of education.

4, The Having of Good Reasons

In this section I will not be able to give an ac-
count of what it is to have "good"reasons for a belief,
since that is beyond my competence, and even if it weren't,
it would fill several volumes. The problem here is that,

in a sense, giving an account of the good reasons clause
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in my analysis is what much of contemporary epistemology
is all about. PFor instance, I believe that almost all the
recent books on perception, e.g. Chisholm, Armstrong, Ayer,
are attempts to explicate what it is like to have good
reasons for a knowledge claim based on perception.9 In ad-
dition they often try to clear up philosophical problems
relating to our use of perceptual locutions in themselves,
but the attempt to relate perception to the foundations of
empirical knowledge as well 1is clearly evident.

Another example of an attempt to explicate good
reasons is the recent development of inductive logic, ex-
emplified Dby Carnap.lo This theory attempts to give an
account of rational belief, the confirmation of hypotheses
by evidence, and several other important notions. And al-
though this theory is at present only able to deal satis-
factorily with very limited languages, it is already so
mathematically complex as to require at least a book for
its proper exposition. There has also been some thought
recently about extending confirmation theory to cover
value judgments; for the problem of how evidence confirms
hypotheses seems remarkably similar, at least formally, to
the problem of weighting reasons for and against certain

9 _
Chishclm, op. eit., 1957; Ayer, op. cit., 1956; and
D.M. Armstrong, Perce tIon and the ggyéical World (Lon&on:
Routledge and Kegan Paul, 1961).

10899 for example, R. Carnap, The Logical Foundations
2% Probability (Chicago: University of Uﬁgcago Press, od.
e .’ -
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proposed actions which could be Jjudged right, wrong,
blameworthy, obligatory, ete.

However, we need not await the eventual success of
these programs to use correctly locutions like 'learning',
'knowing', etc.; just as men reasoned correctly long before
Aristotle. What I should like to try to do, then, is give
some sort of analysis of simply having & reason for a be-
lief, without considering at all how particular reasons for
or against a belief come to be combined into good or con-
clusive or justifying reasons for or against the belief.
The analysis I will give of someone's having a reason for
believing a proposition will thus be compatible with his
having other reasons for not believing the proposition or
even for believing the contradictory. In fact it will be
compatible with his knowing that the contradictory is the
case, i.e. with his having good reasons for believing the
contradictory. Thus a statement need not even be true for
someone to have a reason for believing it, and this, I
think, corresponds with our intuitions concerning the having
of reasons. For we often say, "I admit that you have reasons
for believing that, but nevertheless it Just isn't so.”

Despite these apparently narrowing restrictions on
my proposed analysis, it should be evident as I proceed
that the task of analyzing the mere having of a reason is
not trivial, and further if the analysis is successful, it
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will shed valuable, although partial, light on the previ-
ous analyses of learning and knowledge.
In his provocative article Quine gives a hint as
to what might be involved in an analysis of having a reason
for a belief. He says,

The totality of our so-called knowledge or beliefs
from the most casual matters of geography and
history to the profoundest laws of atomic physies
or even of pure mathematics and logic, is a man-
made fabric which impinges on experience only along
the edges. Or, to change the figure, total science
ig like a field of force whose boundary conditions
are experience. A conflict with experience at the
periphery occasions readjustments in the interior
of the field. Truth values have to be redistributed
over some of our statements. Reevaluation of some
statements entails reevaluation of others, because
of their logical interconnections-~the logical laws
being in turn simply certain further statements of
the system, certain further elements of the field.
Having reevaluated one statement we must reevaluate
some others, which may be statements of logical
connections themselves. But the total field is so
underdetermined by its boundary conditions, experi-
ence, that there is much latitude of choice as to
what statements to reevaluate in the light of any
single contrary experience. No particular experi-
ences are linked with any particular statements in
the interior of the field, except indirectly through
considerations of equilibrium affecting the field
as a whole.

Now Quine is talking about what must be done to
accommodate a bit of evidence into our conceptual scheme,
when for some reason or other the evidence or experience
is unexpected or contrary to some of our previously held

beliefs. And he argues forcefully, I believe, for the

llw.v.o. Quine, "Two Dogmas of Empiricism,” From a
Logical Point of View (Cambridge, Mass.: Harvard University
Press, 1953), pp. Ga-43.
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view that there is no logical reason why we must change
one part of the conceptual scheme rather than another.
The considerations are more pragmatic. What parts would
be simplest to change? What changes would cause the least
disturbance? Which might be most fruitful for future pre-
dictions and explanations?

Admittedly the notion of our conceptual scheme as
a net or field impinging on experience at the periphery
is a metaphor, but it is an extremely suggestive one. It
suggests a way of saying at least metaphorically what it
would be like to have a reason for a belief. One has a
reason for a belief if one can fit it into the comnceptual
scheme in the appropriate place and see just how it is
connected with the remainder of the scheme. This means in
a sense that a person's entire conceptual scheme and its
interrelations constitutes the reasons for any belief of
his.

Nevertheless, for practical purposes, certain rela-
tively small subfields of the total conceptual scheme can
be singled out as particularly relevant to any given belief
and the showing of the connections of the belief with the
rest of this subfield does serve us in practice as a sort
of "giving the reasons for the belief." After all, sas
Aristotle pointed out, we cannot give reasons for reasons

indefinitely. We must start (or end) with something which
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is accepted for the purposes of the particular discussion,
although what is accepted can, of course, vary from dis-
cussion to discussion. For this reason I shall analyze the
locution 'X has a reason, R, for believing that p' where
the reason is to be taken as a certain subset of the be-
liefs of the person's total conceptual scheme deemed par-
ticularly relevant to the belief in the context of a given
discussion. It need not be the only such subset.

From this, two conditions of the analysis are im-
mediately apparent. First, the person must believe all
the members of the subset; for we would hardly allow that
someone had a reason for a belief if he did not even
believe the reason. BSecond, 1t seems that the person must
believe that the reason is evidence for the truth of the
belief. I think that this captures the metaphorical
notion of a person's being able to place the belief in its
proper place in the subset of reasons and to exhiblt its
relationships with the other members of the subset of his
total conceptual scheme.

It is extremely difficult, however, to glve any
further analysis of believing that a reason is evidence
for the truth of a proposition and I shall not attempt to
do so. What I shall do is to try to make clearer some of
the things which are and are not connected with this notion.

First of all, it seems that for someone to believe that a
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reason is evidence for the truth of a proposition, he must
have in mind some manner in which the evidence is connected
to the proposition. He must have some notion about the
various ways in which certain statements are evidence for
others. I do not want to include these beliefs as to the
ways in which evidence is connected to statements in the
reason itself. These beliefs are rather the general back-
ground giving sense to what it means to be evidence in
general and not in any particular case. Some examples
ought to help make this clear.

Suppose Paul believes that he is mortal. Suppose
further that he believes all men are mortal and he is a
man, And finally suppose that he believes that the latter
beliefs are evidence for the truth of his belief that he
is mortal. Thus Paul has a reason, for believing that he
is mortal. Now it is also fairly obvious that the reason
Paul believes his reasons are evidence for his mortality
is that he believes valid true deductive arguments are
evidence for their conclusions. This is the way in which
he believes his reasons to be evidence for his mortality.
It is also clear why this last belief in the evidential
value of true valid deductions is not to be taken as a
part of his reasons for the original belief. In most situ-
ations the way is taken for granted and is thus not evi-

dence for believing the proposition but rather is evidence
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for the belief that the reasons are evidence for the truth
of the original belief. Of course, if someone asked Paul
why he believed his reasons were evidence for his mortality
then he might very well respond with his belief concerning
the evidential value of deduction, but that would be moving
the discussion to a different level. But that he must have
8 way in mind seems clear. We would hardly attribute to
anyone even a belief that certain statements were evidence
for the truth of another statement if he had no idea how
the former were evidence for the latter. Rather we would
say that he didn't even know the meaning of 'evidence'.

The fact that the way in which statements are taken
as evidence is usually simply assumed illustrates, I be-
lieve, how we can and do limit the range of beliefs which
are taken as evidence for ancother belief. The fact that we
can, by moving the discussion to a different level, inquire
as to the way in which someone takes a set of statements to
be evidence for the truth of another statement shows how
ultimately the entire conceptual scheme can be used piece
by piece to Justify a belief.

Another example. Suppose Paul believes that the
Yankees will win the 1965 American League pennant. Suppose
his reason for this is that he believes that the Yankees
are as good a ball club as they were in 1964 when they won
the pennant. In this case the way in which Paul believes
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his reason to be evidence for his belief is that the past
performance of baseball teams is good inductive evidence
for their future performance. In this case Paul might also
have a reason for believing that the Yankees won't win the
pennant. For example, he might believe that the Baltimore
Orioles who almost beat the Yankees last year are greatly
improved. Paul would have to evaluate the welghts of these
two reasons, and perhaps others, in reaching a final
Judgment.

Finally suppose that Paul believes that a vixen is
a female fox. Suppose he also believes this becsuse of his
further belief that the definition of 'vixen' is 'female
fox'. Again Paul has a reason for his belief, and fairly
clearly the way in which he takes his reason to be evidence
is that statements giving the definitions of words are true
in virtue of the meanings of the words involved.

Two points arise from these examples. First, the
"ways" in which statements are evidence for another state-
ment include the familiar deductive, inductive, and defi-
nitional frameworks. These frameworks give the structure
necessary for calling anything evidence at all. These are
the ways most commonly taken for granted even if the
person who takes them for granted could not give a very
precise statement of them or perhaps no statement at all.

It would suffice that he consistently argued in accordance
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with these structures. Second, calling the framework of
evidence into account, as I have mentioned in my examples,
moves the discussion to a new level. One is asked why he
thinks that a particular statement is evidence for another
and the answer is in terms of one of the three ways illus-
trated. This way of changing the level of discussion is
different from a much more common way in which the dis-
cussion is changed. In the common case, the evidential
framework is assumed, i.e. the questioner admits the
relevance of the reason propounded, but questions its
truth. In such a situation one then gives other reasons
for the original one continuing until the questioner is
satisfied or the level is changed to the evidential frame-
work itself or the defender simply finds it pointless to
argue any further; for the questioner seems not to accept
the most obvious reasons. This last case can often be a
disguised form of questioning the evidential framework it-
self, or it can be indicative of someone who simply doesn't
understand the language.

8o far I have claimed that (1) X believes every
member of R, and (2) X believes that R is evidence for the
truth of p, are necessary conditions for an analysis of
‘X has a reason, R, for believing that p'. There are,
however, still some problems. First, the way in which a

person believes that a reason is evidence for a statement
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may be obvious and well-accepted as it was in my examples.
But it need not be. S8uppose instead of the usual deductive,
inductive, or definitionsl evidential frameworks, a person
had the following framework. He believes that a set of
statements is evidence for another statement when and only
when a little voice tells him so. It would seem that my
two conditions so far would not rule our such 2 person's
having a reason for believing something. But intuitively
we would want to say he had (in some strong sense of 'had')
no reason at all.

A second problem might arise if the set of reasons
were too small. For example, suppose Paul believes that
Jones owns a Ford and also believes that Jones' father
bought a Ford last year. Now if Paul, believing that the
latter is evidence for the former, offers the latter as a
reason for the former, we would probably say that we didn't
see how 'Jones' father bought a Ford last year' could
possibly be evidence for 'Jones owns a Ford', and we would
ask Paul why he thought it was. And this question is really
two questions in one. We would be asking Paul either to
give us more information so that it would be apparent how
the new amplified reason was evidence for his belief, or
else explain to us the manner in which he takes the origi-
nal reason to be evidence. And, of course, the first

question of the disjunction is the one which is usually
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answered. Thus Paul might say, "Oh, Jones' father gave
that Ford he bought a year ago to Jones yesterday." The
new reason would be that Jones' father bought a Ford last
year and gave it to Jones yesterday.

These examples show the need for another condition
on my analysis of 'X has a reason, R, for believing that p'.
The condition I propose is 'R is evidence for the truth of
p in the way X believes R to be evidence for p'. Now it
is a semantical point, but one which I want to make clear
here, that I take a set of statements being evidence as
sufficient to guarantee the truth of each and every member
of the set. Thus my newly added condition entails the
truth of the members of the set of reasons, R. If anyone
objects to this usage of 'evidence', I do not care, but
then he will simply have to add to my analysis the condition
that the members of the set of reasons be true.

That such a requirement of the truth of the reasons
is necessary is easy to see. It might be thought that the
mere fact that a statement follows from a valid deduction
would be some evidence for its truth. But if that were the
case, we would have some evidence for the most ridiculous
statements imaginable; for any statement can be made the
conclusion of a valid deduction if we have no restrictions

on the premises. For example,
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All rabbits are equations
The Easter Bunny is a rabbit

o- The Easter Bunny is an equation
is a valid deduction, snd if my anslysis of someone's
having a reason for a belief does not entail that the
reasons are true, then there would be some evidence for
the conclusion that the Easter Bunny is an equation, which
is absurd. Similar absurd examples could be constructed
for other types of evidential relations.
Thus my final analysis is as follows:
X has a reason, R, for believing that p if and only if
2) X believes that R is evidence for the truth of p

3) R is evidence for the truth of p in the way
that X believes that R is evidence for p.

gl§ X believes every member of R

Following the pattern established earlier of distinguish-
ing the analysis of a locution from the analysis of the
justifiability of asserting the locution, I also propose
the following analysis:

X is justified in claiming that he has a reason, R,
for believing that p if and only if

sl') X believes every member of R

2') X believes that R is evidence for the truth
of p

(3') If every member of R were true, R would be
evidence for the truth of p in the way that
X believes that R is evidence for p.

In this last analysis, (3') replaces (3) of the previous
one. The use of the subjunctive preserves the intuitive

feeling that even to be justified in claiming to have a
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reason, the person's purported evidence must have the form
at least of actual evidence.

It will be noted that this last analysis probably
lets in the odd reasons that certain primitive peoples
have, according to anthropologists, for some of their
beliefs. I think in most cases we would intuitively want
to say that these people were Justified in claiming to
have reasons, although we would want to deny that they
did actuslly have them in many cases. I do not think that
this analysis would allow that someone was Jjustified in
claiming to have reasons in the Easter Bunny case mentioned
above. The reason for this is that subjunctives range
from the obviously true to the obviously absurd, and one of
the ways in which we evaluate their truth is tied to just
how easily we can imagine the antecedent conditions. Thus
in the case of "if that match were struck, it would light,"
what we are asked to imagine is quite obvious and fairly
well circumscribed and the subjunctive is clearly true.

On the other hand, in the Easter Bunny example, we
are asked to imagine rabbits being equations, and we are
not at all sure what this might be like. Are we to imagine
equations as flesh and blood or rabbits as abstract enti-
ties? What might a contrary bit of evidence for the claim
that all rabbits are equations be like? It seems that (3')

would not be true in the Easter Bunny case for we have no
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idea what we are asked to imagine. I admit that there
are hard cases between the extremes of the match lighting
and the Easter Bunny being an equation--cases in which we
are simply not sure whether the subjunctive is true or
not. This is perhaps why the foregoing is not proposed as
an analysis of the truth of subjunctive conditionals, but
rather as an indication of how we do go about determining
their truth. But there are also cases of people claiming
to have fairly wild reasons for beliefs in which we are
also not sure whether they are Justified in their claim or
not; and the virtue of the subjunctive account of these
cases }s that the variations are precisely the same. The
closer the subjunctive is to the case of the match light-
iné, the more apt we are to say that the person is justi-
fied in claiming to have a reason. The closer the sub-
junctive is to the Easter Bunny case, the less apt we are
to say that he is even justified in claiming to have a
reason for his belief.

Both of the foregoing analyses rule out the problem
cases noted earlier. They rule out the "little voice"
example because although the reasons may be evidence for
the belief, they are not so in the odd way that the person
believes them to be. They rule out the "too small reasons"”
example because 'Jones' father bought a Ford last year' is

not and would not be by itself evidence for the truth of
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'Jones owns a Ford'.

It should also be noted that my analysis is neutral
as to the question of whether or not the set of reasons
must contain laws, lawlike generalizations, or statistical
generalizations. Whether it must or not is a question to
be answered in the analysis of 'R is evidence for the truth
of p', and this is a problem with which confirmation theo-
rists are dealing. It is also at the heart of the contro-
versy concerning the deductive model of explanation.12
My analysis has the virtues of being able to accomodate
any of the conflicting views on this matter and of showing
just how the problem of what constitutes evidence for a
belief is related to the having of a reason for a belief.
It also shows several other interesting features of the
latter' which dre more to my purposes.

In the first place, 'learning with understanding
that' and 'knowing that' have different levels or at least
different degrees. The reasons which I have for a belief
about modern physics are of a far different order from
those of a theoretical physicist and also from those of a
high school physics student. TYet it could be that we have

all three learned with understanding, and, hence know

lesee, for example, C.G. Hempel, "The Function of

General Laws in History," reprinted in Readings in Philo-

sophical Analysis, edited by H. Feigl and W. Sellers (New
ork: ppleton~-Century-Crofts, 1949), pp. 459-471; and

Willism Dray, Laws and ggflanation.gg History (London:
Oxford Unive%éI??‘Press, .
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that e = mc2, The simple fact that we have all learned
this with understanding does not entail that we all have
the same kind of understanding. There are still vast
differences between the understanding of the master of s
subject and that of the apprentice. And conversely it
shows that a person can learn with understanding without
being a master of the subject, just so long as the reasons
are good ones and are his. This seems to be where the
"grasping a proposition” and the "opacity of belief" come
in as well. The student of a subject can hear his teacher
say that q is a reason for believing r, but if the student
doesn't know the meanings of the terms in g, then he can-
not believe q since he cannot even entertain q (see Section
3 of this chapter), and thus he cannot have a reason, q,
for believing r. However, it might be that q can be recast
into the form q' where the terms refer to the same things
that they did in g but are now understandable to the
student. Now we could say that the student has a reason,
q', for believing that r.

The analyses also Shoﬁ,ll believe, the poiﬁt of
psychological research to determine more precisely what
the conceptual apparatus at vafious stages of development
in the child is like. If we wish a student to learn with
understanding, it does no good to attempt to get him %o

parrot the reasons of a modern physicist for a belief about
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physies if he (the student) doesn't understand those
reasons--if they are not a part of his conceptual scheme.

And I believe that the analyses show clearly a
kernel of truth in the progressive education idea of con-
centrating on the students' problems and not on a packaged
course made up by the teacher. The packaged course too
often gives its reasons in the teacher's terms and not in
the students', and if this is correct, my analysis shows
that there can be no learning with understanding since the
necessary conditions of having reasons which the student
can fit into his conceptual scheme are lacking. The
problem method on the other hand has at least the advantage
of couching the discussions in terms which the pupil can
understand--can fit into his conceptual apparatus--although
it certainly does not guarantee success.

- One final implication is that the analyses show that
the successful teacher is the one who can not only set forth
his points in a clear and lucid way, but who cen give
reasons for them in terms which the student can understand.
Thus given the lack of perfect teachers who can support
their lectures in precisely the terms all students can
understand, the analysis shows the superiority of tutorial
type teaching where the student by searﬁhing and probing,
and the teacher by questioning and recasting points, can
eventually be reasonably sure that there has been learning
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with understanding. This is, of course, only the old argu-
ment favoring discussion type teaching, but given new depth
by the analyses. There is nothing intrinsically better
about seminar teaching than lectures. It is just that in
practice the former seems to have a better chance of satisfy-
ing the conditions of learning with understanding than the
latter. The virtue of the analyses is to point out what
any teaching method must take into account if the pupil is
to lsarn with understanding from it.

5. The Sufficiency of Knowedge for Learning with
erstanding

It will be recalled that in the first chapter all I
claimed in giving an analysis of learning with understanding
was that knowledge was & necessary condition of the learn-
ing. Is it also sufficient? I think not, and I shall be
concerned in this section with showing knowledge is not
sufficient for learning with understanding. I shall also
éxamine attempts to add a condition which would jointly
with knowledge be necessary and sufficlent.

The classical problem with the analysis that I have
given of 'knowing that' is that in explicating the good
reasons clause, it always seems to be the case that for the
reasons to be as "good" as necessary, they must themselves
be known, and this in turn leads to an infinite regress

since we must explain what it is to "know" a reason. But
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this leads to an infinite regress only in case the type of
knowing involved in knowing the reasons is slways of the
form which itself requires reasons. Can we not stop the
regress by simply showing that there is a form of knowledge
which does not require the giving of reasons--some ultimate
or immediate or non-inferential form of knowledge? If this
is the case, and if we can give an independent account of
this non-inferential knowledge, then it seems the original
account of what can now be called inferential knowledge can
be saved after all. In any case it is clear that whatever
the character of this non-inferential knowledge, it is not
of the kind which can be learned with understanding. Rather
it is the basis upon which all learning with understanding
rests. It makes possible learning with understanding.

I must guard against a possible misinterpretation
of what I have just said. All I have said is that if some-
one knows something non-inferentially, then he cannot learn
it with understanding, and very probably cannot learn it at
all. It is something that he just knows. I have not said
that he cannot learn with understending how his non-
inferential knowledge is connected to the rest of his con-
ceptual scheme nor even what the logical structure of non-
inferential knowledge is like. Indeed, I would want %o
insist thet he can learn these latter things with under-
standing. Perhaps an example will make this clearer.
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Suppose that my knowledge that I am now sitting at a desk
writing is non-inferential. This does not entail that my
knowledge that this is non-inferential is itself non-
inferential. The sentence 'I know that I am now sitting
at a desk writing' may be a report of non-inferential
knowledge, but that does not entail that the sentence "I
know that the sentence 'I know that I am now sitting at a
desk writing' is non-inferential" is itself a report of
non~-inferential knowledge. The latter sentence almost
certainly is inferentisl, simply because philosophers are
always trying to give reasons for or against it. The dis-
tinction is closely connected to that of object language
and meta-language. '

It should now be clear why my account of learning
with understanding in terms of inferential knowledge is
relatively independent of the controversies surrounding
the proper analysis of non-inferential knowledge, e.g. the
controversy between phenomenalists and realists. First of
all, the reasons which are commonly given and accepted in
response to the question, "How do youlknow that?", are
thémselves ones for which Justification could be asked. It
is only if they are continually challenged by a philosopher
that one finslly reaches non-inferential knowledge. And
this is commonly not done in deciding when someone has

learned something with understanding. In fact this is
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Just the same point that was made in the previous section
where I urged that the way in which someone believes a set
of statements to be evidence for another statement was not
in itself to be taken as a member of the set, but rather
the way gives the background information commonly accepted.
This "manner" can be questioned, but that moves the dis-
cussion to a different level.

Secondly, although there must be an acceptable
account of non-inferential knowledge for my analysis to be
correct, it is immaterial what precisely that account is,
for it is of non-inferential knowledge, whereas my account
of learning with understanding is in terms of inferential
knowledge, and one can, in practice, almost always settle
all the questions concerning learning with understanding
before reaching the point of considering non-inferential
knowledge.

Thus, I might be tempted to claim that the whole
class of non-inferential knowledge is never learned with
understanding nor even learned at all. Nevertheless, I
cannot give sufficient conditions for learning with under-
standing by simply claiming that all inferential knowledge

is learned with understanding. The objection is that what
one knows non~-inferentially may be what another can know
ﬁnly inferentially. Thus if Paul knows something non-
inferentially, he cannot have learned it with understanding,
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but Sam may know it inferentially and thus could have
learned it with understanding. However, this need not
surprise us, and in fact I think that it is quite in ac~
cord with common usage.

For example, it seems quite plsusible that what a
sighted person knows non-inferentially might be known only
inferentially by a blind man. The sighted person knows in
general non-inferentially what & person looks like, but
the blind man, if he has not been without sight from birth,
knows this only inferentially from touch and the relating
of his tactile sensations to his remembered images of what
people look like. The surprising thing here is that it
follows from my analysis that the blind man may have
learned with understanding that a person's face has such
and such a look while the sighted person has not. Upon re-
flection, however, this need occasion no alarm. The blind
man needs to concentrate his whole attention on gaining a
knowledge of what his friend looks like while the sighted
person takes it for granted. For example, the case is
analogous to the esthetic experience of having lived in
the mountains all of one's life and then suddenly noticing
how beautiful they are. One knew that they were beautiful
all along, but only when one has stopped and for some reason
really related their appearance to one's conceptual scheme
does one learn with understanding how truly beautiful they

are.
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Thus since non-inferential knowledge cannot be
specified independently of the particular knower of it, I
cannot give & general account of just when a proposition
was learned with understanding and when not. But again
this never bothers us in practice, for we can almost always
tell for any particular person and particular proposition
whether or not his knowing the proposition is a case of
learning with understanding or not.

But there is yet a further problem. Professor
D. M. Armstrong has suggested to me that even in the case
of inferential knowledge, or at least in the special class
of inferential knowledge which he calls knowledge based on
good reasons, it may not be correct to snalyze the "having"
of reasons in the way that I have done. A weaker sense of
"having” may be sufficient. It might be sufficient merely
that the belief in the anslysis of knowledge be acquired
as a causal result of the good ressons. The reasons them-
selves may not have to be believed. He gives as an example
early experiments on psychical phenomena where the subject
knew certain things about what the experimenter was think-
ing, but knew them as a causal result of intakes of breath,
facial expressions, bodily movements, etc. on the part of
the experimenter without consciously noticing these clues
and probably without believing that they were clues.

Another example might be that of a scientist who

makes an intuitive guess that such and such is the case.
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Suppose that he is unable to give good reasons.for this
belief. We might say only that he belleves that such and
such is the case, but it also seems that still being un-
able to give good enough reasons, he might come to know
that such and such is the case inferentially, i.e. a story
could be constructed to convince us that he not only be-
lieved, but knew as a causal result of certain of his other
scientific knowledge or experiments, despite his inability
to give any reasons. Now I would want to claim that the
scientist has not learned with understanding. In fact he
would quite probably say, "I know that such and such is
thé“caae, but I don't understand it." Then suppose that
the scientist worked out the necessary theory and experi-
ments not only to prove his belief but fit it into its
proper place in scientific theory. Now he does understand
it and we could say that he has learned with understanding
that such and such is the case. It is his newly acquired
ability to give his reasons which enables us to say that
he has learned it with understanding.

These examples would seem to deny the necessity of
the conditions that a person believes the sentences in his
set of reasons and believes that they are evidence for the
truth of his belief in my analysis of a person's having a
reason for believing something. I think that these ex-

amples are counterexamples to any analysis of knowledge
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such as I have given if that analysis is taken to be an
analysis of all forms of 'knowing that' or even of all
forms of inferential knowledge. It seems that it is suf-
ficient that there be some sort of causal connection,
which the person need not necessarily be aware of, between
the reasons and the belief that is known. However, it is
also the case that these merely causal types of knowledge
are not the ones which are entailed by 'learning with
understanding that'. In order for someone to have learned
something with understanding he must not only "have" the
reasons in this unconscious sort of way, but "have" them
in the sense that he is aware of them in the way in which
I have sketched above and illustrated with the case of the
scientist when he has found the theoretical support for his
hypothesis. Neither the scientist with the intuitive
hypothesis only, nor the psychic can be said to have learmed
anything with understanding. 8o it seems that the analyéis
of knowledge which I have given might more appropriately be
termed an analysis of "rationalizable" knowledge. At any
rate the analysis of knowledge I have given in terms of
what may be called the strong sense of "having" reasons,
does seem to be appropriate to learning with understanding.

Let me now consider in some detail the following
example of rationalizable knowledge which yet apparently
fails to have been learned with understanding. It seems that
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it could be the case that Brown knows that he is married in
the sense of rationalizable knowledge. He believes it truly
and has good reasons for this belief in the strong sense of
'have' which involves (although does not entail) his being
able to give these reasons. I think it would be odd to say
that he has learned with understanding that he is married,
although he must, of course, have learned other things with
understanding, e.g. what marriage is, what rituals must be
gone through, etc. But consider the classic comedy situ-
ation in which Brown wakes up in the morning after a wild
party to find a strange woman in bed with him who claims
to be his wife. Upon investigation he learns that he did
indeed marry this woman the night before and even gradu-
ally begins to remember the events of that wild night.
Surely in this case we would not find it odd to say that
Brown has learned with understanding that he is married.
But what is the difference between the two cases? Why
should we be willing to apply learning to the one but not
the other? The only reasons I can see is that in the
second case Brown forgot that he had gone through the ritual
which ﬁ? remembered in the first case. But if one can learn
something that one has forgotten, there seems to be no logi-
cal bar to his having also learned it before he forgot it.
The reason it is odd to say that Brown learned with under-
standing that he is married in the first case, but not in
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the second, is rooted, I believe, in a concpetion of learn-
ing as something passive. One learns by having knowledge
poured in. But the learning stops once the actual business
of living begins. We then merely apply our learning to
situations in which we find ourselves. Thus in the first
case according to this conception, Brown has learned what
would be sufficient conditions for him to be married and
then recognizes that he is in such a situation and forth-
with knows that he is married. Of course, in the normal
case he also anticipates being in the situation and often
participates in a rehearsal of the ritual. So when the
actual event occurs, it is usually not the case that he
finds out anything he d4id not already know or anticipate
even though he may have some sort of unanticipated emotion
of one sort or another at the actual ceremony. Thus we
tend to deny that Brown has learned that he is married in
the normal case because everything seems to have been
learned and practiced before. There is no element of sur-
prise, at least on one level. Nevertheless, we would not
deny that he learned what it is like to actually go through
the ritual instead of merely imagining or practicing it.
He also learned what it is like to actually set up house-
keeping with his wife and so on.

It seems then that the mere familiarity with what

it takes to be married is the reason we do not in the
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normal case say that Brown has learned that he is married.
There is no element of surprise, little that was not antici-
pated. The trouble is in trying to formulate just what is
absent in the normal case that is present in the waking-up-
in-the-morning case. There seem to be two alternatives
here. One is simply to take the hard line and claim that
even in the normal case Brown has learned with understanding
that he is married. There is much to recommend this view
since obviously a great deal of learning has gone on over
a long period of time in order for Brown to know that he is
married and this learning is very probably with understand-
ing. The problem is to see just how this prior learning
makes it correct to say that Brown has learned with under-
standing that he is married. The other, "soft," line
would be to insist that common usage and our intuitions
are correct, and that what cannct be learned in the normal
case can be learned in the comic case because of some added
element in the latter. The most likely candidatesfor this
added element, surprise, or coming to be aware of what you
were not previously aware of, seem, however, to be inade-
quate; for we are not always surprised at what we learn and
coging to be aware of what we were not previously aware of
seems to characterize the normal case as well. In any
example of knowledge we at some time become aware of what

we were not previously aware of, and limiting the time of
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coming to awareness seems wholly arbitrary.

I think that I am somewhat attracted to the hard
line and I want to say Just one or two further things in
defense of it. This sort of situation in which we easily
say that someone knows that such and such is the case and
yet find it odd to say that he has learned it seems to be
one in which a person in a sense "makes" the proposition
true by an action of his. Now without getting involved in
the problems of future truths, I think that this raises
some igteresting points. Consider the case of a boy who
begins learning what the institution of marriage is like
and what the sufficient conditions are for being in such a
state. At some point we can probably say that he has
learned with understanding that it would require such and
such for him to be married. Suppose that later he comes
to believe that he will eventually marry. I think we could
say that he has learned with understanding that there will
be a time, t, such that at any time after t, it would be
true to say of him that he i1s married. Then suppose he and
a girl set the date. The time, t, has now become definite,
say t,. The date comes and goes and he is now married.
What I want to say is that the reason "he has learned with
undersyanding that he is married," is odd is simply because
it occurred a long time ago and in successive stages. The

oddity comes in the fact that before t, the present tense
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is inappropriate for describing what he has learned and
thus knew long ago. He decided to take the action which
would set the time definitely at which the present tense
would become applicable to something he had learned long
ago. Even if after setting the date and girl, he backs
off, it is still true perhaps that he has learned that
there will be a time, ¥, just not t,, at which time he will
be married. Or he may learn with understanding through his
unfortunate courtship that he will not get married after
all. The comic case can be explained by saying that he had
simply forgotten that he had set a definite time and girl
and then he learned that he actually had done so. He did
not learn with understanding that he was married in this
case in any different way than in the normal case. Rather
he simply relearned that he had set the time and girl.

I think this sort of argument might make the hard
line of saying even in the normal case that Brown has
learned with understanding that he is married more palatable.
However, I admit that it certainly takes liberties with the
ordinary grammatical forms, and I am not wholly satisfied
with it. To conclude then, although I see no totally satis-
factory way of adding to my analysis to give sufficient as
well as necessary conditions for 'learning with understand-
ing that', I must repeat what I have already said so often;
that in particular cases, in particular situations, we are
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almost never in doubt whether a piece of knowledge has been
learned or not. It is rather the understanding of it with
which we are concerned, and of this part, I claim to have

given an informative analysis.

6. Further Considerations on Rote Learning

I want now to consider several problems with the
analysis I have given of rote learning. This examination
will, I believe, show how an apparently clear definition
such as is often given by psychologists in cases of this
kind turn out, on analysis, to be vast oversimplificatiohs.

It will be recalled that my analysis of rote learn-

ing was

X has learned by rote to g if and only if after a

series of trials, the probability that X will q on

the next trial is nearly one.
One of the first problems occurs in my having inserted the
notion of a "trial® in the analysans without putting it
into the analysandum. Now this procedure is philosophically
sound so long as the concepts used in the analysans are at
least as well understood as those on the analysandum, or
serve to tie several important notions together. This pro-
cedure is unacceptable if the concepts used in the analysans
are more problematic than those in the analysandum or are
problematic in the same way. Now this is precisely what
is wrong with "trisl" in the foregoing analysis. I previ-

ously said that it was a description of a situation in
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which the response, q, was appropriate. But for quite a

number of situations this notion has no clear application.
For example, consider instead of "hold his breath while
under water" the related response "hold his breath." The
analysis now becomes "X has learned by rote to hold his
breath if and only if, after a series of trials, the
probability that he will hold his breath on the next trial
is nearly one." But what could a trial be like here? The
problem is that learning to hold one's breath is a skill
which can be used in many different trials. It would be
more natural to say "X has learned how to hold his breath,”
and possessing such a skill, he can exercise it in many
"appropriate" situations; when under water, when asked to,
when passing a chemistry laboratory, etc. The problem is
that rote learning of a skill occurs only in very highly
structured situations. It has very limited transfer value
to a variety of situations and perhaps that explains the
attempt to define rote learning in transfer value terms in
the first chapter. Although, as I have argued, this charac-
teristic is not sufficient to differentiate totally be-
tween rote learning and learning with understanding, it
would seem necessary to include it in the analysis of mte
learning. Thus the analysis would become

X has learned by rote to q in S if and only if X

has been in a series of S's and the probability
that X will q in the next S is nearly one.
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In this analysis 'q' and 'S' refer to a class of responses
and a class of situations and not to particular members of
these classes.

But there is another problem that arises. Although
I have stipulated that when I use 'has learned', I mean to
exclude the possibility of forgetting, 1 have not done so
in the analysans. This problem was taken care of auto-
matically in the case of learning with understanding be-
cause if someone knows that such and such is the case, then
by the nature of knowing, he cannot have forgotten it. But
the case is much different where the analysans contain
only terms of a generally behavioristic nature. It could
happen that at the presént X has learned by rote to q in 8
and yet it be the case that the probability he will g the
next time he is in 8 is very small indeed, since the next
time he is in S may be years away, by which time he will
have forgotten. In fact this sort of difficulty infects
almost all behavioristic analyses of any kind of human
action. The problem is that the specified behavior simply
need not occur. (See Chapter IV.) I see no other way of
patching up my account to take care of this problem than
by using a subjunctive. The analysis now becomes

X has learned by rote to g in S if and only if
El; X has been in a series of 8's
2) The probability that X would q if X were
now in S8 is nearly one.

But the analysis is still incomplete; for consider
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the following case. Jim has had several dunkings, but
continually comes up choking. Then someone explains that
attempting to breathe with his face under water is what
causes him to choke. He should hold his breath when
under water and then he won't choke. Jim understands this
explanation, and as a result of the explanation, not the
dunkings, he resolves to hold his breath the next time he
is dunked and suppose that the probability that he would
do s0 if he were to be dunked now is nearly one. It seems
that both conditions are satisfied and yet we would not
want to say that Jim has learned by rote to hold his
breath while under water. He learned it all right, but as
a result of understanding what was going on. We would be
more apt to say that Jim has learned with understanding
that if he wants to avoid choking, he must hold his breath
while under water. So I must add yet another condition to
my analysis to the effect that the reason the probability
is what it is is due to the trials and nothing else. BSo
the analysis becomes

X has learned by rote to q in S if and only if
Elg X has been in & series of S8's
2) The probability that X would q if X were

now in 8 is nearly omne.
(3) The probabilit¥ ment%oned in (2) is a causal

gfgg%t of the "trace" left by (1) and nothing

By "trace" I mean whatever is physiologically and

cognitively effected in the person by his experiences in
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the trials. I need such a concept to eliminate possible
wild counterexamples which might arise if the causal chain
were to go outside the person and somehow yet cause him to
do what he has learned although he had forgotten it in the
meantime. "Trace" is a "that which" concept which will
ultimately require some sort of empirical specification.
Logically it serves the following purposes: The trace in
rote learning is that which is caused in the person by his

experiences in the trials and it is that which enables him

to perform the action he has learned.

I am now in a position to show how my analysis of
rote learning differs from a merely conditioned response.

To begin with, the action, q, is an action and not mere
physical movements. That is, whatever has been learned is
exercised intentionally by the learner. His learning is
under his voluntary control. He can choose whether or not
to perform. As I shall use the term, 'conditioned response',
this element-of intentional control is lacking. The subject
is conditioned to make the response no matter what he in-
tends.

Even in the case of rote learning, except for
special stipulations of the meaning of 'learning' by
psychologists, I do not think that anyone would want to
call a merely conditioned response not under the agent's

control 'learning'. Rather we would say that he had been
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made to respond in such a way. Of course, my analysis of
rote learning might also do quite well as an analysis of
conditioned responses if the execution of what has been
inculcated were not under the person's intentional control.
And I think that this accords quite well with our intuitions
concerning rote learning. Rote learning is indeed a minimal
form of learning and it shares important elements with con-
ditioned responses. It occurs through practice and in
specific situations. The only difference is that its exe-
cution is intentional--it is an action and not a mere move-
ment. Moreover, the person who has learned by rote to do
something almost always believes that he is in a situation
in which the execution of what he has learned is appropriate
whenever he is, in fact, in such a situation. Perhaps these
two cognitive elements, intention and belief, were what
Hilgard was referring to when he said that 2ll learning
is to some extent cognitively controlled. (Bee Chapter I,
Section 1, footnote 2.) If this is so, then I agree whole-
heartedly, but as I have tried to show, this alone does
not make the distinction between rote learning and learning
with understanding one of degree only.

The changesin the analysis of rote learning do not
substantially alter the remarks I made in Chapter I,
Section 4, concerning the rote learning of propositions.
Thus "John has learned by rote that the universe originated
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with a huge explosion" might become "John has learned by
rote to say that the universe originated with a huge ex-
Plosion whenever asked about the origin of the universe
by his odd teacher." The only change is in specifying
the specialized situation which led one in the first plsace
to say that John had learned the fact by rote. And this
requirement was certainly made use of in my earlier dis-
cussions of this sort of situation. The part about John's
other beliefs or lack of them simply goes through un-
changed.

I think these analyses show the-kernel of truth
contained in the incomplete attempts of Chapter I to find
a difference between rote learning and learning with under-
standing., I have already mentioned the transfer of train-
ing approcach and pointed out that rote learning is indeed
tied to rather specific situations, and I have reflected
this in specifying the situation in both analysans and
analysandum. The mistake was in assuming that since rote
learning does have this essential reference to a specific
kind of sltuation, the difference between rote learning
and learning with understanding lay solely in this fact.
That there is more involved I have already argued.

The "“practice" approach of Chapter I also has its
kernel of truth. Rote learning must be the result of a

certain amount of "practice" in what is learned and even
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more important, it must be due solely to this practice. I
believe that this requirement is reflected in my third con-
dition. The mistake here was to assume that since practice
was essential to rote learning, it could be made the basis
for distinguishing between rote learning and learning with
understanding. This won't do, however, since the amount of
practice required can vary even within rote learning, and
learning with understanding may also require practice of
some sort. Furthermore, the important part of the practice
conception--that it and it alone cause the increased proba-
bility of performing--was completely lacking in the dis-
cussion in the first chapter.

In discussing the modifications which had to be
made to my original analysis, I think another important
fact was illustrated. This was that rote learning and
learning with understanding are most often combined in
ordinary situations. It seems that in the usual case one
does not learn to hold one's breath while under water either
wholly by rote or wholly with understanding. The usual case
combines the two. Thus someone might learn with understand-
ing that if he tries to breathe while under water, he will
choke, and this learning helps him to learn to hold his
breath under water. But as Ryle pointed out, after he has
learned to do this, he need not recite to himself each time
before he does it, even though he could explain why he does
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hold his breath. He does it by rote even though he did not
wholly learn it by rote. And it would be a rare person
indeed who could learn to hold his breath under water solely
by listening to instructions and explanations. Part of the
learning is usually due to the explanation and part to the
practice; however, the logical distinction between the two
kinds of learning remains, and a further analysis of their

interrelations must await the next chapter.

7. A Derivative Sense of Learning with Understanding

With the aid of some of the notions and analyses of
this chapter I am now in a position to defend more fully the
requirement that the truth of what is learned is a necessary
condition of learning with understanding. In order to see
the necessity of the truth condition let me consider in some
detail the objection I mentioned in Chapter I. I there sup-
posed that someone might object to the truth condition by
pointing out that we would certainly want to say of someone
that he has learned with understanding about Ptolemaic
astronomy despite its being false. In fact I also supposed
that it might even be claimed that someone could learn with
understanding that the sun revolves around the earth.

There are two lines which can be taken in answering
this objection. PFirst, I could claim that "Bill has learned
with understanding that the sun revolves around the earth"

is simply elliptical for "Bill has learned with understanding
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that Ptolemaic astronomers believed or said that the sun
revolves around the earth." This reformulation preserves
the truth condition and in certain cases, especially in the
case of present day students studying the history of science,
this would be a most natural thing to say. The student of
the history of science has as reasons for his various be-
liefs, historical reasons, i.e. reasons for believing
certain historical figures held certain beliefs. He in
general does not have reasons which would lead him (the
present day student) to believe that the sun revolves
around the earth. Rather his reasons are reasons for be-
lieving that historical figures claimed to have thelr own
reasons for certain of their beliefs.

However, it is important to notice that this line
is not limited to the present day student. If Bill lived
before Copernicus' time, he also might have learned with
understanding that Ptolemy and his followers believed that
the sun revolves around the earth. His reasons would be of
the kind which included his having been taught this, having
read it in books on astronomy and so on. Of course, this
line works with the ancient student of astronomy only in
case he reserved judgment on whether the sun revolves
around the earth or believed that the sun does not revolve
around the earth. Only in such cases would his reasons be
only of the sort which would lead him to believe that this
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is what people said.

But what of the student who not only learned that
certain people believed that the sun revolves around the
earth, but also believed this himself and believed that he
had good reasons for his belief. Can we not say that he
has learned with understanding that the sun revolves around
the earth even though this is not true? This brings me to
the second line of attack. I have been at pains in this
chapter to distinguish being justified in claiming to know
something and actually knowing it. I have pointed out that
although knowing something entails the truth of what is
known, a person can be justified in claiming to know what
is false. I have also argued that 'learning with under-
standing that' entails 'knowing that' in the sense of
rationalizable knowledge. What I now want to suggest is
that there is a derivative sense of learning with under-
standing which entails being justified in claiming to know
but which does not necesssarily entail knowing, and thus
does not entail the truth of what is learned. In this
derivative sense of learning with understanding the person
must then belleve what he has learned and have good reasons
for the belief although the belief need not be true.

Thus my hypothetical student of ancient astronomy
could in this derivative sense have learned with under-
standing that the sun revolves around the earth. He
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believed it and furthermore he had good reasons for it.
One of these good reasons may have been that it looked to
him as if the sun revolves around the earth and moreover
he had a good common sense theory of the relation of the
way things look to the way they are, although in this case
he went wrong in interpreting his theory. Another reason
might have been his mastery of Ptolemaic astronomy which
not only was able to explain this one fact, but many others
as well.,

I have several reasons for calling this sense of
learning with understanding, "derivative." First of all, I
think that being justified in claiming to know is derivative
to knowing in the sense that it is through understanding
what knowing something is like that one understands how one
could be justified in claiming to know even if one doesn't
really know. If this is so, then learning with understanding
which enfails being Jjustified in claiming knowledge must be
derivative to that learning with understanding which entails
knowledge itself.

Secondly, believing a proposition with good reasons
(the derivative sense of learning with understanding) seems
to gain its point through the possibility that the propo-

sition is actually true. That the derivative sense of
learning with understanding has what value it does have

seems to be dependent on the consistency of what is learned
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with the rest of what the student knows (and is therefore,
true). The derivative sense of learning with understanding
is most often used in cases where what is learned is
possibly true for all that the learner actually does know
at the time.l3 The reason that my ancient astronomer may
have learned with understanding (derivative) that the sun
revolves around the earth is because it was possible that
the sun did revolve around the earth for all that anyone
knew at that time.

This notion of understanding in terms of what was
known at a certain time also seems to me to be the main
point behind the contrast between "internal" and "external”
criticisms of a theory. The internal criticism of a theory
consists in putting oneself in the shoes of a believer in
the theory, in imagining what he might have learned with
understanding in the derivative sense.l4 On the other hand,
external criticism involves critisizing a theory in terms
of what has by now been learned with understanding and is,
thus, true.

The third reason for including the truth condition

in the primary sense of learning with understanding is quite

133¢e Jaakko Hintikka, Knowledge and Belief (Ithaca,
N.Y.: Cornell University Press, IQBEJ, for a related dis-
cussion of "It is possible, for all that a knows, that ."

14Compare this with R.G. Collingwood's notion of
historical re-enactment in, for example, The Idea of
History (Oxford: Clarendon Press, 19465.
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simple. One of the major purposes of education is, or ought
to be, to learn what is true and not merely what might be
for all that is known.

I want to point out that I have no real stake in
calling the learning with understanding which entails the
truth of what is learned "primary" and the other sense
"derivative,” even though I believe the reasons I have
given for doing so are quite persuasive. It is sufficient
for my purposes that there are these two distinet senses
and that they share as necessary conditions the all-
important good reasons clause. If someone wishes to con-
sider what I have called the "derivative" sense, "primary,"
I would have no serious objection. However, I shall con-
tinue to speak of learning with understanding as requiring
the truth of what has been learned.

To complete this discussion let me consider in some
detail one more case of learning with understanding. In
this case I want what has been learned to be problematic
at the present time. I think that no one would deny that
Etienne Gilson has learned with understanding in some sense
about Thomistic philosophy, and yet many would deny that
Thomistic philosophy is true. I want to make clear just
what sense (or senses) can be given to Gilson's learning
with understanding. I shall take the following quotation
from 8t. Thomas, "Therefore it is impoaéible that in God
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His being should differ from His essence,"l5 and substitute
it for p in the following schemata:

(a) X has learned with understanding that Aquinas
said that p.

(b) %ngs learned with understanding (derivative)
P.

{(¢) X has learned with understanding that p.

(d) X has learned by rote that p.
Now suppose that Professor Gilson were to utter each of
these sentences with the above-quote substituted for p and
'I' for X (with the appropriate grammatical changes, of
course). Further suppose that there are three hypothetical
critics of these statements; a severe critic who not only
believes that the above quotation is false, but nonsense,
e.g. he believes that 'God', 'being', and 'essence', simply
do not make sense, and thus could be understood by nobody;
a moderate critic who, although he believes the quotation
to be sensible, does not believe it to be true; and a
"neutral®™ critic who simply doesn't have any beliefs con-
cerning the truth or meaningfulness of the quotation, but
who does believe that Professor Gilson may know what he is
talking about. Then since we can distinguish judgments
concerning the content of a claim from judgments concerning
the Jjustifiability of making the claim, we might get the
following table of results if each critic were asked to

15Thomas Aquinas, Summa Theologica, Question 3,
Article 4.
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Judge both the correctness of the content of the claim and

the Jjustifiability of making the claim.

Severe Moderate Neutral
Critic Critic Critic

I have learned with Claim Yes Yes Tes
understanding that
Aquinas said that p.

Content Yes Yes Yes
I have learned with Claim Tes (?) Yes Tes
understanding (de-
rivative) that p. Content No Yes Yes (?)
Claim No Yes Yes
I have learned with
understanding that p.
Content No No ?
Claim Yes Yes Yes
I have learned by
rote that p.
Content Yes Yes Yes

Thus we find the severe critic claiming that Gilson
is incorrect in the case of the content of having learned
with understanding that p (either in the full or derivative
sense). He denies these because he believes no one could
understand the terms involved in p and thus could not have
any reason, for believing that p. For it will be recalled
that in my analysis of having a reason, the reason had to

be believed, and since the severe critic denies that they



127
can even be understood, they could not be believed, since,
according to the analysis of belief, the reasons at least
have to be entertained (understood in a minimal sense). He
also denies that Gilson is correct in even claiming to have
learned with understanding that p since such a claim would
require at least that Gilson have good reasons and this the
severe critic denies could happen. I have also suggested
that the severe critic might allow that Gilson is justified
in e¢laiming to have learned with understanding in the de-
rivative sense that p because he might grudgingly admit
that this, being a lesser claim than full understanding
could be justified by Gilson's long study and good repu-
tation. However, he might also, if he were very critical,
deny this as well, basing his denial on the grounds that
the terms in p are so completely void of meaning that even
the lesser claim could not be Jjustified. The rest of the
severe critic's judgments require no comment.

The moderate critic denies only the correctness of
the content of Gilson's claim that he has learned with
understanding in the full sense that p, and this because
although he believes there to be reasons for believing p,
he also believes p to be false and thus not capable of
having been learned with full understanding. It is fairly
obvious how he can admit the correctness of the remaining

claims,
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The neutral critic because of Gilson's long study
and great reputation admits the justifiability of making
all the claims, but simply doesn't know about the content
in the case where Gilson has claimed to have learned with
understanding in the full sense that p. He might also not
know in the case of the derivative sense of learning with
understanding about the content if he is just not sure of
the meaningfulness of the terms involved.

No one, of course, would deny that Gilson had
learned by rote that p nor the Justifisbility of his c¢laim-
ing this. Nor would they deny that Gilson had learned with
understanding that Aquinas said that p, for the understand-
ing here is of quite a different nature than the understand-
ing connected with p itself. The former is of the sort that
would include the historical nature of Aquinas' work and
even the tenor of his times, while the latter would concern
the system itself.

The case where X is replaced by someone other than
Gilson is of no real interest here. The judgments on con-
tent would remain the same and those on the propriety of
the claim would vary accordingly as to whether the name of
a sixth-grader, an undergraduate in philosophy, a philosophy
professor, or someone else were substituted for X.

My three hypothetical eritics are, of course, not

the only possible ones. There are various other combinations
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of Yes's and No's for which a plausible hypothetical eritic
could be constructed, but it seems that the general outline
is clear and it brings out rather forcefully, I believe,
how the various judgments on whether or not Gilson has
learned with understanding that p are related to the vari-
ous beliefs of the critics and to my analyses of the vari-
ous senses of learning. Thus I don't know whether Gilson
has learned with understanding that p or not. That some
sense can be given this claim is, I think, clear, and iso-
lating just what sense in accordance with my analyses

should help in any controversy concerning this claim.



CHAPTER III
SOME OTHER LEARNING LOCUTIONS

In the preceding two chapters, I have concentrated
on the analysis of paradigm cases of "learning with under-
standing" and "rote learning.” I have also briefly indi-
cated the importance of this distinction and the theoreti-
cal framework it gives for understanding certain problems
in education such as testing for learning and the dispo-
sitional nature of wvarious kinds of learning; the latter
throwing some light on the problem of the transfer of
learning. I have nowhere indicated that I took the dis-
tinction between rote learming and learning with understand-
ing to be exhaustive. It most certainly is not. My purpose
in the preceding was rather to isolate and give a more or
less complete account of two very important learning lo-
cutions. I have already indicated with my analyses of the
derivative sense of learning with understanding and of the
rote learning of a proposition (the 'learning that' case of
rote learning) that there are a great number of learning
locutions in addition to the two with which I have been pri-
marily concerned. Some of these are closely related to the
two notions which I have analyzed in detail. In this

chapter I want to consider some of these other learning
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locutions and certain important uses of them to see what
their nature might be and how, if at all, the preceding
analyses can help to explicate these other 1ocut16ns and

uses.

1. 'Learning How', 'Learning To', and 'Learning That'

My final enaysis of rote learning took the 'learning
to' locution as its paradigm and, furthermore, related it
to a specific kind of situation, S. The locution analyzed
was 'X has learned by rote to g in S8'. In Chapter I, I
mentioned the important ‘learning how' locution, but claimed
that it would probably not do in an anlysis of rote learning
since it was closely connected with the acquisition of
skills; and some skills intuitively seem too complex to
serve as examples of rote learning. In this section, 1 want
to examine in a bit more detail this important 'learning
how' locution.

The first thing to notice in this connection is that
I was constrained to specify the particular situation in my
expanded analysis of rote learning. Otherwise, I argued
"John has learned to hold his breath"” might not be a case
of rote lesrning but rather the learning of a skill. That
is, we would be more apt to say in this case that John has
learned how to hold his breath, thereby giving a wider
application to the learning. I think this claim can be
sharpened by saying that all '1éarning to' locutions can be
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translated either into a2 'learning how to' locution or into
the paradigm 'learning to q in 8' locution. Thus if John
has learned to speak French, he has learned how to speak
French. 1If a baby has learned to walk, he has learned how
to walk. If, on the other hand, a baby has learned to
start off on his left foot, then he has not learned how to
start off on his left foot, but rather has learned to start
off on his left foot whenever he begins to walk. If Sue
has learned to hold her breath, she might either have
learned how to hold her breath or learned to hold her
breath while under water. This last case is obviously am-
biguous, and we would need more information to determine
which of the two alternatives is the right one.

Now I think the fact that those cases of 'learning
to' which are not cases of 'learning how' are to be analyzed
in terms of a specific situation is extremely important.

It gives me a grip on distinguishing rote learning from the
learning of skills. It also seems to point the way to a
distinction within Ryle's 'knowing how' category; for both
"X has learned how to g" and "X has learned to ¢ in S" en~
tail 'knowing how'--the first entails "X knows how to g"

and the second entails "X knows how to q in S." Roughly,
learning a skill is acquiring a capacity to do a variety of
things in a variety of situations--the more the variety the
closer is the learning of the skill to some sort of learning
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with understanding; the less the variety, the closer is the
skill to mere rote learning. On the other hand, rote learn-
ing is simply doing a determinate thing in a determinant
situation. It depends almost not at all upon the agent's
other knowledge; whereas the proper exercise of a skill de-
pends very héavily on the agent's other knowledge. It de-
pends on his ability to recognize the situation with which
he is faced as one in which the exercise of the skill is
appropriate. It involves his knowing just how to adapt his
skill to difficult or new conditions. We would hardly say
that someone knew how to swim if although he swam perfectly
in one particular pool, he floundered helplessly in the
ocean or any other pool. We would rather attempt to assimi-
late this odd state of affairs to rote learning by searching
for the queer psychological responses which this pool and
this pool alone call up in him and which enable him to swinm
there but nowhere else. The exercise of a skill depends on
the exercise of intelligence whereas the exercise of a
"gkill" merely rote-learned depends only on the agent's
being in the appropriate situation and intentionally exer-
cising what he has learned.

It might be objected at this point that we can
surely learn the multiplication tables by rote, but it
would seem that our ability to use them in various situations

indicates, according to my analysis, that we have not learned
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to recite them by rote after all but rather have learned
how to use them. This objection overlooks two important
points which will be discussed in more detail in the
following. First of all, I would claim that the capacity
to use the multiplication tables in varying situations may
reflect additional learning--learning that such and such

are appropriate conditions in which to use the rote-learned
tables. Furthermore, this additional 'learning that' may
very well be 'learning with understanding that'. Secondly,
there is a distinction between learning something by rote
and doing something by rote. The former in a sense does
not depend on our other intellectual capabilities, but the
latter may very well depend on them to a large extent.

Thus using the multiplication tables by rote may be an
exercise of a skill which may require not only rote learning
but learning with understanding as well.

The difference between learning a skill and rote
learning can be gotten at in another way. As has often
been noticed, skills have degrees of excellence attribut-
able to them. We have good and bad swimmers, bridge-
players, typists, mathematicians, runners, etc. There are
concert pianists, plano teachers, and beginning students.
There is the winning professional golfer and there is the
weekend duffer. One person can have learned how to play

the piano better than another and thereby knows how to
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play the piano better than another. But this admission of
~degrees of excellence does not seem to be applicable to
things which are only rote-learned. If I have learned by
rote to hold my breath when my face is under water, I simply
do it, and I do not do it any better or worse than anoyone
else who has learned the same thing. If a child has learned
to take his first step with his left foot whenever he begins
to walk, he just does it, and he does not do it any better
or worse than another. A boy who has learned by rote to
say, "72", whenever he is asked what 8 times 9 is, simply
says it, and his answer is no "better” than anyone else
who has learned the same thing. When someone ;earns to do
something by rote in a certain situation, then he either
does it or fails to do it, but his performance does not
have the degree of excellence associated with it that a
skill hasj; rather it is of the all or nothing variety. Now
it might be objected that some people are better at holding
their breath while under water than others because they can
do it longer. But upon examination this objection is seen
to hang precisely on the ambiguity already hentioned in
"X knows how to hold his breath." If this is taken as as-
cribing a ggi;; to X, then indeed, some people can hold
their breath longer than others and are better at it in
8ll circumstances; under water, upon command, etc. But if

this is taken as a piece of rote learning, then it is
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simply the situation of finding one's mouth and nose covered
by water and ceasing to breathe (for as long as necessary
or possible). One either ceases to breathe in the situation
or one doesn't, and no one who has learned to do this by
rote is any better than anyone else who has learned it in
the same way.

Ernest Gellner puts the point in yet another way
in discussing "knowing how." He says,

This point can also be made by saying that know-
ing how, like, for that matter, "knowing” tout
court, is an expression for achievements. ~ "Know-
ing how" is, to be precise, a triply laden ex-
pression: for when I say "Tommy knows how to
skate™ I (i) refer to a disposition of Tommy's to
do what is describable as skating (ii) imply that
he succeeds, which (iii) prejudges to some extent
the question of what the criteria of good skating
are, by entailing that they are such as are satis-
fied by Tommy's performance. Only (i) refers to a
process, indeed; but important as it is to notice
this, it is also important not to ignore (ii) and
(iiij. The sense in which "knowing how" is pre-
supposed in all knowledge, which Ryle insists that
it is in the 1945 paper, is sense (i) only. There
are at least two reasons why there is a tendency
to confuse the various senses: firstly it appears
that we tend to be interested only in successful
performances and have no terms corresponding to
"knows how to. . ." but possessing only its mini-
mal force. The nearest %axiologically neutral
term seems to be just the humble word "doing."

The second reason is that some words for actions,
but some only, analytically entail what the cri-
terion of successful performance is. 'Playing
football', for instance, does, though 'skating',
‘composing', or ‘'behaving oneself' do not; the ac-
tivity of playing football is defined partly in
terms of trying to score goals or. tries, i.e., in
terms of the criteria of success.l

l L3 L L3
Ernest Gellner, "Knowing How and Validity," Analysis
vol. 12.2 (1951), 26-35, 32. ’ ’
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At least a part of what Gellner is doing here is pointing
out that 'knowing how to skate' is used to cover not only
the disposition to perform certain actions, but also the
fact that the "doing" must come up to a certain standard
of success in order to even be described as skating at all.

The point behind all these ways of talking about
'knowing how' is that one and the same action can be de-
scribed in quite a number of different ways. Thus a man
sliding along the ground on his side toward a square
cushion is one description of an action, but the same
action can also be described as a man trying to beat out
a double, avoid being tagged out, help his team score some
runs, put himself in scoring position, etc. In the case
of the exercise of a skill--knowing how to do something--
the description of the action is in terms of the skill
which in turn means that it is in terms of the minimal
criteria for the action to be classed as an exercise of
the skill.

An example might be helpful here. A child could
sit down at a typewriter and move his fingers striking
certain keys which might spell out & meaningful sentence.
Suppose, by accident, the child even uses the correct
fingering. We would not want to say that the child has
learned how to type and therefore knows how to type, and
that this was an exercise of his typing skill, even though
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he performed exactly the same kind of physical movements
that someone who did know how to type would have made. The
point here is that although the child did something, he did
not exercise a skill because his "success" was due to luck
and not to the intelligent application of anything he had
learned. We might possibly say that the child was "typing,"
being sure to use the inverted commas, but what this shows
is that someone can do something in the minimal sense of
"ecan do" that Gellner was referring to in his condition (i)
without knowing how to do it, and, of course, without know-
ing that such and such is the way to do it. But this for-
nulation won't quite do. The child does know how to do
something (strike the keys with his fingers, perhaps), but
he does not know how to type.

If kxnowing a skill is intimately tied up with the
criteria for its successful application, then these criteria
are such as not only specify the minimal physical actions
which must be performed, e.g. the child's correct fingering
and order of stroking, but also that these actions are
performed on purpose, knowing what one is about. But if
this is so, then 'knowing how to type' is not just being
able to do certain things, but being able to do them in a
certain way, under certain conditions, as an exercise of
one's knowledge. And concomitantly learning how to type
is not only learning to do things in certain situations
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but also learning that one does them in those situations
because those situations are describable in terms which
make them a proper occasion for typing. And it is this
latter learning which accounts for the degrees of excel-
lence associated with skills but not with 'learning by
rote to'.

What I am proposing is that 'learning how' be ana-
lyzed in terms of a bunch of 'learnings to' tied together
by some 'learnings that'. A person must learan to hold his
breath while under water, to kick his legs and move his
arms in a certain way, to breathe at certain times, to lie
horizontal in the water and a host of other things in order
to learn how to swim. But he must also learn to do these
things in a certain way minding what he is doing. And by
"minding what he is doing" I do not mean that he must be
aware of what he is doing in the sense of consistently
telling hiﬁsalf what to do before or as he does it, but in
the sense that he is prepared to call upon his knowledge
to cope with any emergencies which might arise. The
problem here is to identify precisely what 'learnings that'
- must be included in learning how to swim. As in the case
of learning astronomy in the first chapter, I do not think
that this identification can in general be carried out.
But it is clear that if the man only learns to do certain
things, he learns to do them in certain specifiable
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situations and could not do them if the situation varied
in any great degree. I doubt whether we would say that
the man has learned how and thus knows how to swim. But,
of course, such a person has probably never existed who
has learned only to do something in a certain determinate
situation. He has also at some time in his career learned
that the essential features a situation must possess in
order to be an appropriate occasion for the exercise of
his skill are such and such.

Schematically I am saying: 'X has learned to q'
is ambiguous. If it means X has learned by rote to g in S,
then the analysis I have given of rote learning 1s the one
to be applied, and this analysis says nothing at all about
X's knowledge or beliefs. Q is something X probably will
simply do in 8 regardless of his beliefs or knowledge. It
is something he could theoretically learn to do if he had
no prior beliefs or knowledge at all. Of course this
seldom happens in practice, and as more and more of a
person's beliefs are presupposed, the more apt we are to
say that he has learned how to do the thing. But this in-
volves a broadening of the kind of situation. Situations
which would not count as appropriate in the analysis of
rote learning are counted as sppropriate occasions for
the exercise of a skill, and what I am claiming is that

a person must at least have learned that these situations
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are appropriate. If so-called "rote-learning" appears to
have a large transfer value, it may very well actually be
the learning of a skill which includes some rote learning
as a part, tied together with certain 'learnings that'.
It derives its Jjustification to being c¢alled rote from its
rote learned parts, and it derives its transfer value from
the 'learnings that' in accordance with the ways I have
indicated in the previous chapter. For if the person has
not learned that certain situations are appropriate for the
exercise of what he has rote learned, then he éannot be
said to be acting intelligently, mindigg what he is doing,
but only reacting to very determinate situations. In no
case, however, must he be reciting to himself before he
acts. One need not subscribe to the dogma of the "ghost
in the machine" to insist that 'learning how' and hence
‘knowing how' involve some 'learning that' and 'knowing
that'.

Now it is probably evident that the cases which we
ordinarily call rote learning are not such as presuppose
absolutely no prior beliefs or knowledge. They almost al-
ways do, but what I am arguing is that théy need not. In
the classic learning the multiplication tables by rote ex-
ample, it is almost invariably the case that the student
understands the English language, has some beliefs about

the meanings of many of its words, and recognizes in some
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more or less vague way the function and use of arithmetic.
All of these things tend to make his rote learning of the
multiplication tables easier and especially tend to dictate
the type of teaching methods used, e.g. a verbal or written
presentation of the tables and drill. What I am claiming
is that although this prior knowledge is made use of, it
need not be. The boy (or a parrot) could have been taught,
a la Skinner perhaps, simply to recite the tables upon the
presentation of a suitable cue without having a clue as to
what he was about except maybe that he was rewarded for
the performance or escaped punishment for non-performance.
Thé ordinary cases of rote learning derive their title to
being "rote" because although they may have made use of
prior knowledge, they are such that the prior knowledge
has helped only in making the learning easier. What has
been learned is not in a real sense an addition to the
pupil's knowledge. He might as well, for all the good the
rote learning does him, have learned it without making use
of the prior knowledge. The sole increase in his "intel-
lectual”™ capacity is in being able to give a certain
limited performance in certain highly determinate situ-
ations. As Ryle would put it, the acquired capacity is
not a quality of mind or intelligence. It is not something
that the agent does intelligently or minding what he is
doing. Nevertheless we do say that he knows how to do
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what he has learned by rote. What I am arguing is that
this 'knowing how' is 'knowing how' in a very minimal sense
and it is to be sharply distinguished from 'knowing how'
which involves intelligence.
Let me consider another example; this time one that

Ryle proposes. He says,

But it would be quite possible for a boy to learn

chess without ever hearing or reading the rules at

all. By watching the moves made by others and by

noticing which of his own moves were conceded and

which were rejected, he could pick up the art of

playing correctly while still gquite unable to pro-

pound the regulations in terms of which 'correct'

and 'incorrect' are defined. We all learned the

rules of hunt-the-thimble and hide-and-seek and

the elementary rules of grammar and logic in this

way. We learn how by pracrice, schooled indeed by

criticism and example, but _often quite unaided by

any lessons in the theory.
I think that this example is also open to the criticisms
which I made of the swimming case. Indeed, the boy learns
to move the pieces in just those ways which are sanctioned
by the rules. However, he must also, at some time, have
learned that these moves are to be made in the situation
describable as playing chess, against an opponent, and not
just moving them around in accordance with the rules when-
ever he feels like it. In addition to this sort of 'learn-
ing that', however, there are in this case, as in most
complex examples of ‘'knowing how', even more examples of

'knowings that' which must be satisfied before we are

2Ryle, op. cit., p. 41.
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willing to say that the boy has learned how and hence knows
how to play chess. What Ryle has described is at most some-
one learning to move the pieces in accordance with the
rules. This I would admit could be learned by rote. But
there is more to chess than refraining from meking illegal
moves. One must also learn the point of the game, and to
do this it seems one must know that the point of games in
general is that there is a goal or end-position to be
striven for by both the players, and this end-position
constitutes winning, and given that one plays games at all,
winning is a desired outcome. A student could learn to
move the pieces correctly as Ryle suggests and still not
have learned how to play chess simply because he dcesn't
know that the object of the game is to force his opponent's
king into a certain kind of situation. Even if it were
éossible to learn by rote to force one's bpponent into po- -
sition py or Pp OTe o o+, this is not the way anyone learns
how to play chess. Rather we learn that the object is to
force one's opponent into a certain kind of situation how-
ever or wherever it occurs on the board. We must know that
this kind of situation is what constitutes "winning" at
chess and that "winning" is the point of the game even
though we may never recite these pieces of knowledge to
ourselves or anyone else.

In the above example and the ones that follow,
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Ryle is trying to drive a wedge between knowing in the sense
of having acquired a capacity to do something and knowing
in the sense of being able to recite certain facts and pre-
scriptions to oneself or others. This is for Ryle an
attack from one direction on the dualism between mind and
body, for dualistic theories often seem to be claiming that
some sort of shadowy intellectual recitation must occur be-
fore any action can be called intelligent. To this end
Ryle distinguishes sharply between 'knowing that' and
'knowing how', claiming that the latter cannot be "reduced”
to the former and thus that certain exercises of intelli-
gence or knowledge need not have any connection with the
"intellectual”"kind of knowledge usually expressed by
'knowing that'.

Now, what does theline of argument I have been pur-
suing do to Ryle's distinction between 'knowing that' and
'knowing how'? What does it do to his arguments against
the dual-world dogma? Well, it leaves entirely untouched
his major argument against the ghost in the machine. Ryle
is right in saying that we do not have to preach before we
can practice. My arguments also leave untouched Ryle's
major distinction between 'knowing how' and 'knowing that',
We know propositions in an all or nothing sort of way and
skills in a degrees of excellence sort of way. Nor can we

"reduce” in many cases 'knowing how' to 'knowing that'.
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But granting Ryle these points, it seems entirely gratuitous
of him to claim as he does, that 'knowing how' entails no
'knowing that' statements. He would have to make this
clainm only if 'knowing that' necesssarily involved some sort
of preaching to oneself. But this is false on grounds en-
tirely independent of the 'knowlng that'--'knowing how'
distinction. A person can know that the way in which one
wins at chess is by forcing one's opponent into a certain
kind of situation without ever having "recited" this to
himself or anyone else, As far as 'knowing how' itself is
concerned, I have argued that it is ambiguous. One can
know how to do something in the sense of having acquired a
skill. In this case 'knowing how' entails not only simply
being able to do things in certain situations, but being
able to do them on purpose, knowing their point and relation
to the criteria of success for the skill. On the other hand,
'knowing how' also has the minimal sense of merely being
able to do certain things in certain highly determinate
situations without having to know the point or criteria of
success of the doing. In addition this latter case of
'knowing how' has no degrees of excellence associated with
it because it has no connection to any criteria which the
agent must know, and these criteria, which are present in
the former case, are such that the agent must know that what

he is doing is an attempt to satisfy them.
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Actually Ryle seems to be dimly aware of this ambi-
guity in ‘'knowing how', although he is loath to bring it
out in the open for he seems to fear unnecessarily that it
would damage his arguments against the dual-world theory.
He says:
To say that a sugar-lump is dissolving, a bird
migrating, or a man blinking does not imply that
the sugar has learned to go liquid, that the bird
has learned to fly south in the aubtumn, or that
the man has learned to blink when startled. But
to say that a soldier obediently fixed his bayonet,
or fixed it in order to defend himself, does imply
that he has learned some lessons and not forgotten
them. The new recruit, on hearing the order to
fix bayonet, or on seeing an enemy soldier approach-
ing, does not know what to do with his bayoneti how
t.

to do it, or when to do it and when not to do
He may not even know how to construe or obey orders.

3
The lessons that the soldier has learned and not forgotten
seem to be that in order to fix his bayonet obediently, he
must intend to fix his bayonet when he hears the order.
Nor is Ryle completely willing to say that the soldier
merely learned by rote to fix his bayonet by reacting to
the verbal cue, for that would make the soldier an automaton
and not a person intelligently exercising his skill of know-
ing how to fix his bayonet. That this is so 1s shown as
Ryle goes on to say

Children, semi-lietrates, old-fashioned soldiers

and some pedagogues tend to suppose that being

taught and trained consist in becoming able merely
to echo the exact lessons taught. But this is an

5Tbid., p. 146.
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error. We should not say that the child had

done more than begin to learn his multiplication-
tables if 2ll he could do were to go through them
correctly from beginning to end. He has not
learned them properly unless he can promptly give
the right answer to any snap multiplication prob-
lem (lower than 12 x 13), and unless he can apply
his tables by telling us, e.g. how many toes there
are in a room in which there are six people. Nor
is a man a trained rock-climber who can cope only
with the same nursery-climbs over which he was
taught, in conditions just like those in which he
was taught, and then only by going through the very
motions which he had been then made to perform.
Learning is becoming capable of doing some correct
or suitable thing in a situation of certain
general sorts. It is becoming prepared for variable
calls within certain ranges.

Ryle is here describing someone learning how to do some-
thing--acquiring a skill--and not just learning by rote to
do certain things in certain highly determinate situations.
When he uses the phrase, "learned them properly,” in speak-
ing of the child's learning of the multiplication tables,
he seems to mean that "learning properly" is 'learning how'
and "learning improperly" is 'léarning to'. For, as he
admits, some learning has gone on even if the child can
only go through the tables--rote learning--but it is not
"proper" learning because the child has not yet learned
that the multiplication tables are useful in a variety of
situations and has not learned that these situations are
related to his rote learning in certain ways. When he ac-
quires this latter learming, then he will have learned the

*Ibid., pp. 146-147.
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multiplication tables properly; for then he will have
learned how to multiply.

Where does this leave me with regard to the re-
lations among 'learning that', 'learning how', and
'learning to'? Well, with most common cases of learning,
the foregoing shows that these are intimately related.

We cannot in general learn any skill (learning how) or any-
thing which requires some sort of skill without learning
by rote to do certain things in certain situations. How-
ever, we must also learn that certain related situations
are describable in waya.which make the performance of the
learned responses appropriate. Both 'learning to' and
'learning that' are involved in 'learning how'. Now some
of the 'learnings that' involved in 'learning how' will be
‘learning with understanding' and some not, and one way in
which the degree of excellence which a person has in a
skill can be increased is by increasing the amount of
learning with understanding.

Of course, another way to increase the level of
excellence is to increase the efficiency of the subskills,
e.g. shorten the time between the situation and the action.
In this connection I am supposing that it often occurs that
an apprentice in a skill must stop when faced with a new
situation and go through a conscious process of judging
what the situation is like so that he can tell what piece
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of 'learning to' is appropriate. He consciously utilizes
his 'knowledge that' in deciding which of the things he has
learned to do applies. As he becomes more skilled, this
conscious judgment time grows shorter and shorter and
eventually vanishes. It does not become instantaneous as
Ryle has pointed out. Rather the apprentice becoming a
master is learning to act automatically without thinking
at all what he is doing. It must be noticed, however, that
this does not entail that he no longer 'knows that'.
Rather his 'knowing that' has become the basis for a new
'learning to'. Thus the apprentice carpenter may have to
stop and think what to do when he encounters a wet board,
but the master carpenter has learned to do whatever is
necesgsary without thinking. Both probably know that such
and such is the proper way to treat the board, although
neither of them need even be able to say with any precision
what this way is aloud or to themselves. (It is important
to recall in this regard that although 'knowledge that' or
'pelief that' are most often ascribed on the basis of
certain verbal behavior, they can be ascribed on the basis
of non-verbal behavior as well.) As Broudy says

In other words, if we keep the theoretical level

constant, differences in mastery are differences

in skill; if we keep efficiency of response con-

stant, differences in mastery correspond to differ-

ences in the levels of theoretical insight required
to get the correct response.>

5Harry S. Broudy, "Mastery," in La age and Concepts
in Education, ed. by B.O. Smith and R.H %gﬁIs cago:

Rand WceNally & Co., 1961), p. 84.
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I think the foregoing points out another very im-
portant sense of 'learning to' in addition to learning by
rote to q in S. The master carpenter has learned to q in
S although he has not learned to do it solely as a result
of his experience in situations of kind 8, but also as a
result of his knowledge. This 'learning to' locution
shares with rote learning the necessary condition that the
probability that X would q if he were now in 8 is nearly
one, and probably the condition that X be in a series of
S's as well. It is not, however, necessary that the
trials alone produce the learning, This case is to be dis-
tinguished from the earlier case in which 1 claimed prior
knowledge only helped in making the learning easier or
determined the teaching methods to be used. In that case
what was learned was only an habitual response which, lack-
ing any widespread applicability to different situations
because of its relative independence of the agent's other
knowledge, was in a real sense not an increase in the
agent's intellectual capacity. However, the earlier case
does share with the present one the virtue of the re-
sponse's being more efficient by being made habitual. The
present case differs, however, from the earlier one in that
the master carpenter kmows what he is about even though
the response has become routinized. He can, if necessary,

detect lapses into bad habits in the exercise of the
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routine and correct them, whereas the merely rote learner
cannot. The master's 'learning to' is actually a 'learning
how to routinely'--without thinking--although he can apply
his knowledge to it if necessary. He has not in one sense
increased his intellectual capacity, but he has increased
the degree of excellence in his skill by routinizing certain
parts of it thereby freeing his mind for other tasks con-
nected with his carpentering.

We might say of the master carpenter that he has
learned to q by rote, but this is something different from
learning by rote to q. In the former case the phrase "by
rote" qualifies the doing, not the learning, and is used
as 8 term of approbation. I have already pointed out that
this locution shares the habitual nature (conditions (1]
and [2]) which I have associated with rote learning but
differs from it in being essentially based on prior knowl-

edge. Doing things by rote is to be commended whenever the
doing is the exercise of a knowledge how which is always
ready to correct the doing. In the latter case, on the
other hand, "by rote" qualifies the learning, and not the
doing, and is used as a disapprobative term since it im-
plies that the learning is not essentially tied to any
prior knowledge and could not be corrected by such knowl-
edge if things began to go badly.

Two examples will help to illustrate the points I
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have been making concerning the ambiguity in 'knowing how'
and the distinction between rote learning and rote per-
formance. First, consider the case of a normal child who
has just recently learned to walk. We say of him that he
knows how to walk. This means, I think, that he has simply
learned by rote to walk and can now, on reasonably level
ground, walk. This is the minimal sense of 'knowing how'
which does not involve a very wide applicability nor the
child's knowing that what he is doing is an attempt to
walk. He simply does what he does. However, the child
very rapidly learns other things connected with walking,
how to turn around, how to climb stairs, how to walk on
unevan ground, etc. He begins to grasp the ce¢riteria of
success in walking and when walking is appropriate. He
learns that, and possibly knows Shat, one walks in certain
situations for certain purposes. He now knows how to walk
in the sense of having acquired a skill with fairly wide
applicability and he exercises this skill on purpose,
minding what he is doing. Very probably in these early
stages he must pay attention to his walking and concentrate
on making the right moves at the right times. Later he
learns to walk in ordinary circumstances by rote. His

Performance is now rote although his prior learning was not

totally rote. Later, as a result of some injury perhaps,
he may have to go through this process again. Analogously,
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knowing how to walk in ordinary circumstances and doing so
by rote does not mean that one knows how to walk in special
circumstances, e.g. climbing mountains, or walking on a bed
of nails. TFurther learning is necessary in these special
cases and one probably has to again concentrate one's at-
tention on the task. One can no longer simply perform by
" rote.

The second example concerns people such as coaches
and teschers. It seems that we would want to say of these
people that they know how to do certain things even if
they are incapable of performing the actions themselves.
The first point to be made is that although Ryle's argu-~
ments against the reducibility of 'knowing how' to "knowing
that' are correct, this does not mean that there are no
'caaes where 'knowing how' is not to be explained in terms
of 'knowing that.' His argument simply shows that 'know-
ing how' need not be explained in terms of knowing that
such and such is the appropriate way to proceed. I think
the present example provides cases where 'knowing how' is
to be understood in terms of 'knowing that', plus, perhaps,
a certain pedagogical skill in imparting this information
to one's students. In addition, the successful coach often
could, at some previous time, have actually performed the
appropriate actions, but time and o0ld age now have taken

their toll. In these cases, although the actual skill is
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absent, the knowledge of appropriate circumstances for the
exercise of the skill and the knowledge that such and such
is the way to go about performing the skill together with
the abllity successfully to train others in the skill
surely justifies us, at least by courtesy, in saying that
the coach or teacher 'knows how' to do certain things.

Finally 'learning that' whether it is with under-
.standing or not, generally involves some previous or con-
comitant 'learning how'. In general a person cannot learn
that the Declaraction of Independence was signed in 1776
unless he has learned how to understand the language in°
which that proposition is expressed to him, orally or in
writing. This having learned how to understand a language
seems in general to be a minimal requirement for 'learning
that'. In particular cases, other 'learnings how' and
'‘learnings to' may also be present, as will be shown in

more detail in the following section.

2. Learning a Subject Matter or Discipline

So far I have been concerned only with learning
locutions which ordinarily take rather limited propositions
or responses as substitution instances. In this section I
will consider how these "particular" locutions are related
to the learning of a whole body of materisal which could
constitute what might be called a "subject matter” or

discipline.” For example I shall consider such locutions
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as, "He has learned some elementary physics,"” "John has
learned the basic principles of logic," "She is learning
European history," etc.

As a first aStempt, it might be suggested that to
learn a subject or discipline one needs only to learn all,
or most, or a certain important subset, of the facts of
that discipline. This would reduce learning a subject to
the form, learning that Py & Pp & « « . where at least
most of the pj's are true. I have already argued in
-Ghapter I that to learn a subJect requires that a great
number of the propositions that are learned must be true,
although it may be impossible to specify some minimal sub-
set, all of whose members must be true and have been
learned in order to say that one has learned the subject.
Following this line a person has learned a subject with
understanding just in case a large number of the pi's that
have been learned have been learned with understanding. It
is important to notice here that the propositions, the pi's,
may have many different forms. ©Some of them may define the
technical terms of the subject, some may give the basic
laws or hypotheses, others may report particular facts
about the subject, still others may give some relations be-
tween particular facts or between particular facts and laws.

Although the broad range of the pi's makes this
view appealing, it is, I think, over-simplified. For one
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thing even in order to learn that p,, & person must mini-
mally learn or have learned how to understand the lessons
he is given, either orally or in writing. This is the mini-
mal requirement I mentioned at the end of the last sectlon.
But of even more importance, there are certain skills and
techniques associated with almost every particular subject
which any student of the subject must learn how to apply.
It is logically possible that a student could have learned
that Py & Ps & « + « and yet not know how to apply his
knowledge to new situations. It is unlikely, to be sure,

but even in the case of having learned with understanding

that p, it is Just possible that the student has learned
with understanding that All B's are C's (a law of the
subject), and learned with understanding that b is a B and
.yet fail to draw the inference that b is a C. Similar ex-
amples could be constructed for other forms of inference,
e.g. inductive.

The problem here is that the student has failed to
draw the inference simply because he lacked the skill
which comes from practice in drawing inferences of this
kind. He has not learned how, and thus does not know how
to put his 'knowledge that' to use. Of course, it could
happen that even if the student has learned how to draw
this sort of inference, he may not do so in particular

cases owing to some sort of psychological interference or
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block. However, the point that I am making is a conceptual
one. If the student has not learned how to do certain
things as well as learned that certain things are the case,
then we might not want to say that he had learned the sub-
ject matter, although this would probably depend on just
how important the skills were in the particular subject.
In arithmetic, for example, it seems highly unlikely that
a student who has learned that l+l=2, 1+2=3, 1+3=4, . . .
would be judged to have learned arithmetic if he could not
apply his knowledge to calculating sums of large numbers,
i.e. if he had not learned how to add large numbers.

Another example might be helpful. A student may
" have learned that poets frequently use metaphors to express
a thought, and he may have learned that a certain sentence
in a certain poem is a metaphor. But unless he has also
learned how to interpret metaphors in poetry, he will have
no idea what the poet is trying to express. And this learn-
ing how is usually best accomplished through practice in
interpreting poems.

Thus the 'learning that p; & Py & « + ' model tends
to overemphasize sheer memory of facts either by rote or
with understanding without sufficient attention to the ac-
quiring of the necessary skills and techniques. Learning
a subject matter usually involves all three learning lo-
cutions, 'learning that', 'learning how', and 'learning to'.
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Learning a subject matter with understanding involves both
many of the 'learnings that' being ‘'learning with under-
standing that' and increasing the level of excellence of
the 'learning how'. The latter, as I have already argued
in the last section involves yet more 'learnings with
understanding that', and routinizing certain subskills.

Of course, the dangers of not appreciating the mix-
ture of learnings which go into learning a subject matter
have long been recognized. Simple factual recall tests of
the kind so often found in history courses which stress
the memorization of historical detail often fall to give
due weight to an understanding of the causes and conse-
quences of historical events. Further, they do not test
a student's skill in analyzing historical phenomena. Tests
of arithmetical skills often fail to test whether the
student has acquired the understanding necessary to apply
his skills to practical problems. Even tests which purport
to. test the basic understanding of something like economics
sometimes lead to glib generalizations which are not sup-
ported by basic skills and facts. Forlexample, a glib
exposition on the "laws of supply and demand" may not test
the student's ability to translate statistical information
into the terms of supply and demand, and thus his ability
to test his generalizations. And, of course, there are

permutations and combinations of all these dangers. What
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is required is that the teacher be fully aware of just
what types of learning he is after and the relative weights
to be placed on each. He must then communicate this to the
students and seek tests which are good clues to the desired
learnings. The use of the three learning locutions--
'learning that', 'learning how', and 'learning to'--and an
awareness of what they mean and how they are related in any
given subject should aid immeasurably in curriculum plan-
ning, the selection of teaching methods and materials, and
test construction. It has been one of the purposes of the
foregoing analyses to begin to point out the complex re-
lations of these types. There may even be others suggested
by my analyses which I have not mentioned, but the three

I have discussed seem to be especially important.

3. The Learning of Evaluative Notion36

In this section I want to consider the effects of
substituting for q in my three learning locutions--learning
that q, learning how to q, and learning to gq--expressions
containing evaluative terms. For example I want to con-
sider the relations and differences between the following:

A, X has learned that one ought to be honest.
B. X has learned how to be honest.

C. X has learned to be honest.

61 am especially indebted in this section and the
following one to Israel Scheffler's treatment of these and
related issues. Israel Scheffler, The Language of Education
(Springfield, Ill.: Charles C. Tﬁomas, Igé%), especially
Chapters 4 and 5.
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Scheffler in the above mentioned book notes an ambi-
guity in sentences like A.--'learning that' locutions where
what follows the 'that' is what he calls a "norm-stating"
sentence. This ambiguity is between an "active" and a
"non-active” interpretation of A. In the sctive interpre-
tation of A. we suppose that the student has acquired as a
part of his character the norm of behaving honestly. He
has learned to be honest. He returns excess change given
him by careless cashiers, he doesn't cheat on his income
tax return, he carefully handles other peoples' money, etc.
He is an honest man. In the non-active interpretation of
A., X need not have learned to be honest, nor are any
examples of his being dishonest sufficient to disprove A.
Rather the student gives verbal assent to A. and this is
all that is required. The ambiguity is meant to mark the
notorious fact that people sometimes deliberately act
contrary to what they know is right. They sin knowing
that they sin.

Now although I think Scheffler is on the right
track with this distinction, I believe he oversimplifies
it tremendously. For example he says that any case of
dishonesty by a person would refute the ascription of A.
in its active interpretation. This, however, simply won't
do. If, as Scheffler seems to claim, A. in its active

interpretation is the same as C. (or at least entails c.),
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then isolated examples of dishonesty will not disprove it.
There are two reasons for this. To begin with I don't
think Scheffler would object to my claiming that A. in its
active sense entails (i) that X believes that one ought to
be honest and furthermore, (ii) that X has learned to be
honest, which in turn entails at least that the probability
is nearly one that X would be honest if he were now faced
with the choice of doing an honest or a dishonest thing.
(Cf. my remarks on '‘learning to' in the preceding.) Now
I have already argued that while belief is dispositional
and thus anyone who has a certain belief would do things
in a certain range if he were in certain situations, I
also argued that there were very few, if any, known laws
supporting these dispositional statements. And lacking
these laws, it always seems possible to find an explanation
of the absence of the anticipated behavior consistent with
the belief. Thus a person may not have acted honestly in
a given situation even though he has learned in the active
interpretation that one ought to be honest simply because
he did- not believe the situation was ome in which the norm
of honesty was applicable. Or he may have failed to act
honestly because although he believed the norm of honesty
was applicable in the situation, it was overridden by other
considerations. All that is required is that the person

would generally do the honest thing.
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The second reason why isolated examples of dis-
honesty will not refute the active interpretation of A. is
because the probability of a person's being honest is only
approximately equal to one; it is not equal to one. A man

who only rarely does a dishonest thing because of some
temporary weakness of the will is not thereby judged to be
dishonest. Men are imperfect and isolated sins do not make
an evil man. The reason for this seems to be the fact that
'honesty' can be applied either to the characters of men
or to specific acts although the former seems to be the |
primary use; for the honest act is generally thought of as
what an honest man would ordinarily do. What I am arguing
is that the honest man may perform an occasional dishonest
act without thereby being judged to be dishonest. Of
course, I admit that a man would not be called honest if
he very often performs dishonest acts although the dividing
line is hard to draw; for it always seems logically possible
to construct 8 situation in which the man performs acts
describable by others as dishonest because he élways felt
that there were overriding considerations. Of course, this -
seldom occurs in practice. However, with a virtue such as
courage it would be easy to imagine a man who had learned
that one ought to be courageous (active interpretation) and
yet in the one situation in which he might have been
courageous, he either didn't believe it to be a situation
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in which courage was applicable, or he thought the reasons
for being courageous were overridden by other considerations,
or he had a momentary weakness of will. All that seems to
be required is that he would have been courageous in almost
8ll other situations calling for courage, although he simply
was never faced with any. In fact this sort of situation
is the basis for many a story plot. The hero fails to mani-
fest a virtue in a particular situation for one of the
reasons given above (usually because there are overriding
considerations), the community Judges (wrongly) that he
does not have this virtue, and the rest of the plot is con-
cerned with showing that he actually does have the virtue
by exhibiting other situations in which he does display
the virtue in question. The problem in real life is that
often the "hero"” hasn't got a good writer to make sure he
has the opportunity later on to display the virtue which he
seems to lack.

Likewise with the non-active interpretation of A.
Scheffler oversimplifies the case. Having learned that
one ought to be honest entails believing that one ought to
be honest in the non-active as well as the active case.
And as I have already argued not only does believing a
proposition involve certain verbal behavior in certain
situations, it also involves doing certain things. Thus

Scheffler must be wrong in claiming that no examples of



165

dishonesty are sufficient to disprove the non-active as-
cription of A. The man who consistently behaves dishonestly
while piously proclaiming that one ought to be honest would
not be said to have learned that one ought to be honest even
in the non-active interpretation. Hypocrites are, unfortun-
ately, always among us.

What Scheffler probably has in mind in his talk of
the non-active interpretation of A. must be something like

A'. X has learned that society says that one ought
to be honest, or

A''., X has learned that most pPeople believe that one
ought to be honest.

Now either A'. or A''. or others like them surely are con-
gistent with a person's continually behaving in a dishonest
way, although as I have just argued, A. itself is not.

This is even more obvious if A. is learning with understand-
ing in the non-active sense. It would be extremely odd to
say that someone has learned with understanding that one
‘'ought to be honest (non-active) and yet claim that no ex-
amples of dishonesty could refute this, although they could
not refute A', or A''. if they were learned with understand-
ing.

1 have been arguing that although Scheffler's dis-
tinction between an active and a non-active interpretation
of 'X has learned that one ought to be honest' is appealing,
it is grossly oversimplified and even misleading in that
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it leans far too heavily on a strictly behavioristic inter-
pretation in one case (8ctive) and far too heavily upon an
extremely intellectual interpretation in the other case
(non-active)..

Let me try to recast Scheffler's distinction between
the active and non-active interpretation of "X has learned
that one ought to be honest." In the active interpretation
this entails 'X believes that one ought to be honest' and
'X has learned to be honest'. In accordance with the re-
marks I have already made, 'having learned to be honest'
involves the probability of X's performing honest actions
being nearly one. Thus a fairly large number of dishonest
actions on someone's part would tend to refute the ascrip-
tion of "He has learned that one ought to be honest" in its
active interpretation. I have argued, however, that iso-
lated cases of dishonesty would not refute this ascription
and even that it is logically possible that a great number
of cases might not refute it depending on the further
circumstances.

The non-active interpretation of "X has learned that
one ought to be honest" entails only that X believes that
one ought to be honest. He need not have learned to be
honest as well. In this case acts of dishonesty by a person
are much less important to the truth of "He has learned that
one ought to be honest" than in the active interpretation.
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However, I have argued that they are not totally irrele-
vant. The difficulty arises with the case of a very con-
sistently dishonest man who nevertheless maintained that
one ought to be honest. Since believing as a disposition
involves doing a2s well as saying, we could ask if the man
really believes that one ought to be honest. We mnight, as
Scheffler seems to urge, maintain that the man has learned
that one ought to be honest (non-active), even though he
consistently acts dishonestly; or we might say he has not
learned, even non-actively, that one ought to be honest,
but rather he has learned that society says that one ought
to be honest or that most people believe that one ought to
be honest. It is the possibility of this latter case which
prompts me to say that Scheffler's original way of dis-
tinguishing the two cases is misleading. To repeat, the
difference between the active and the non-active interpre-
tation of "X has learned that one ought to be honest" is
that the former entails X's having learned to be honest
while the latter does not. The non-active interpretation
of A. (as opposed to the A'. or A''. interpretation)
probably fits best those cases where the failure to act
honestly in s great number of cases is due almost entirely
to a rather prevalent weakness of the will. The man would
have been honest except for this character flaw. However,

consistent dishonesty may lead us to question a mere
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weakness of will and tend to make us believe that A', or
A'', is the proper description rather than A, in its non-
active interpretation.

Thus Scheffler's non-active interpretation of 'X
has learned that one ought to be honest' is ambiguous. It
may mean either (a) the person has not learned that one
ought to be honest but has rather learned something like
'Most people believe that one ought to be honest', or,

(b) the person has learned that one ought to be honest,
‘but because of a prevalent weakness of will, he seldom
acts honestly. He would act honestly except for this psy-
chological block.

Scheffler does, however, correctly point out the
dangers in failing to make the distinction. We might have
succeeded in establishing that a student has learned that
one ought to be honest in the non-active interpretation,
e.g. by his successful performance on certain verbal-type
tests, and then e¢laim that it followed necessarily that the
student has learned that one ought to be honest in the
active interpretation. That is, we might claim to have
necessarily trained a student who was honest--one who has
learned to be honest--when in fact we had not. The danger
is apparent. In addition, failing to make the distinction
is greatly facilitated by the extreme difficulty of actually
finding out if a student has learned that one ought to be
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honest (active interpretation). For we would have to ob-
serve his conduct over a long period of time in situations
in which the norm of honesty is presumed to be applicable;
whereas giving him a verbal test is so easy.

However, there are dangers inherent in Scheffler's
original distinction as well. For if we believe that a
single dishonest act refutes the ascription of "He has
learned that one ought to be honest"™ in its active inter-
pretation, we may do the student a great injustice. He
may have learned to be honest and yet commit occasional
dishonest acts for reasons which I have already discussed.
There is also a danger in saying that dishonest acts have
no relevance to whether a student has learned that one
ought to be honest in the non-active interpretation. This
danger is especially brought out if the learning is learning
with understanding. For even if "One ought to be homnest"
is neither true nor false, reasons can be given for it. It

is not something which can be merely intuited by anyone.7

7This is the problem of the "supervenience" of
evaluative notions. Very briefly the problem is this: We
very often cannot give a list of factual (true or false)
statements which are equivalent to calling something "good,"
for example. Nevertheless the factual properties of a
thing are connected with the evaluative judgments we make
concerning it. For example, it would be a mistake to call
one baseball bat 'better" than another if both had exactly
the same properties except for spatio-temporal location.
mhgre must be a reason for the one's being better than the
other.
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But if this is so, then it seems that a student
could not have learned with understanding that one ought to
be honest even in the non-active sense unless he has reasons
for this belief. Furthermore, these reasons are for a be-
lief which is general in that it applies to everyone. That
is, "One ought to be honest" applies to the student as well
as everyone else unless there are special circumstances
which themselves are general, i.e. exceptions may be made
or the norm overridden in special circumstances, but the
logic of evaluative notions requires that the same excep-
tions be made for anyone if the circumstances are the same.8
Now in the light of my previous analyses of learning with
understanding and having reasons for a belief, the consist-
ently dishonest student might very well be said not to have
learned that one ought to be honest even non-actively, but
rather learned that people say one ought to be honest or
some such thing. Whether the connection between evaluative
beliefs and action be contingent or not, it is very im-
portant, and consistent action contrary to that specified
by a supposedly "believed” norm may very well lead us to
say that the norm is not believed at all. The danger then

is in not recognizing this close connection between

8See R.M. Hare, The La age of Morals (Oxford: Ox-
ford at the Clarendon Press, , and Freedom and Reason
(Oxford: Oxford University Press, 1963)7 for & dlscussion
of this generality requirement and a more detailed account
of the "supervenience” of evaluative notions in addition to
a treatment of other issues related to the present work.
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evaluative beliefs and the sort of actions specified by them.
We might be tempted to say of a student who consistently
acts dishonestly that he has learned with understanding
that one ought to be honest (in the non-active interpreta-
tion), thereby implying that there is nothing wrong with
his cognitive grasp of evaluative notions, but that he
only needs to be taught to be honest or only needs help in
overcoming his very pervasive weakness of will. But it
mnight be just the lack of a proper cognitive grasp of the
evaluative notions which leads him to act dishonestly, i.e.
he may believe that "One ought to be honest"” means only
that people say one ought to be honest and thus not recog-
nize the imperative force of the norm on him.

Although learning that one ought to be honest en-
tails in the active interpretation that one also learms to
be honest, it is possible to learn to be honest without
learning that one ought to be honest, without believing
that one ought to be honest, and even disbelieving that oue
ought to be honest. Learning to be honest can be done by
rote; for all that it entails is that certain patterns of
actions probably occur in certain cituations. We are all
too familiar with the person who merely behaves in accord-
ance with customary morality simply because he has learned
Yo do so0 and not because he has learned that he ought to.

Faced with difficult moral choices or evaluations such a
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person is at a loss as to what to do; for he has not
learned how to deal with any but the stereotyped situationms.

In accordance with my previous analyses learning
how to be honest includes roughly learning to do certain
things in certain situations and learning that these things
are to be done in situations describable in certain ways
which make the norm of honesty applicable; and learning
that the essential characteristics of such situations are
of such and such a sort so that new occasions for being
honest can be recognized. For example, in order to have
learned how to be honest, a person may have learned to
count his change when he pays a bill and learned that when-
ever he has received too much change, it is honest to re-
turn the excess. He may also have learned that a situ-
ation in which he receives more of anything than his due
(perhaps because of a machine malfunction he gets a salary
check for more than his salary) is sufficiently like the
foregoing for the norm of honesty to be applicable.

Thus although learning how to be honest involves
certain 'learnings to' and other 'learnings that' tying
the 'learnings to' together, it does not entail learning
to be honest nor learning that one ought to be honest.
That learning how to be honest does not entail learning
that one ought to be honest, is easy to see. One can

learn to do the required things and learn that these
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things done in certain situations are called "honesty."
One can learn the essential characteristics of these situ-
ations without learning at all that one ought to be hones?,
perhaps without understanding what 'ought' means. It is
also clear that a person could learn how to be honest without
learning to be honest. The reason for this is very simply
that, as Ryle would put it, 'learning how' is a capacity
verb while 'learning to' is a tendency verb. Omne can ac-
quire the capacity for being honest without tending to be
honest. Furthermore, in this case I have argued that the
tendency to be honest (performing actions describable as
honest) does not imply that one has the capacity for being
honest. (The person may lack the intellectual background
for intending to perform actions describable as honest.)
This is just one more example of the ambiguity in Ryle's
'knowing how' category. One can learn to be honest and
thus know how to be honest in the minimal sense of being
able to perform on purpose certain actions in certain
situations without having learned how to be honest and
thus not knowing how to be honest in the full sense of
'knowing how' which involves not only being able to do
certain things, but being able to do them with the inten-
tion of being honest, minding what one is doing.

Keeping in mind the foregoing analyses, the cen-

tral problem of moral education can now be formulated in
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terms of the three learning locutions with which I began
this section. The honest man is the man who has learned %o
be honest in the way he has learned how to be honest be-
cause he has learned that one ought to be honest. The
dangers in moral education arise from not fully appreciat-
ing the independence of all three types of learning; for it
is all too easy to satisfy oneself that one or another of
the learnings has been accomplished and then jump to the

conclusion that the student is thereby an honest man.

4, Learning and Teaching

Scheffler gives an excellent analysis of 'teaching'
in the above-mentioned work. I do not believe that I can
materially improve on his account; however, I believe that
it would be worthwhile to go over his main points defending
them against possible objections and emphasizing the re-
lations between teaching and learning. This will be the
purpose of the present section.

The first point that Scheffler makes 1s to dis-
tinguish between two possible sensesof 'teaching'. These
are the "success" and "intentional" uses of the verb. As
Ryle, among other philosophers, has pointed out, verbs
describing activities (intentional) are generally to be
sharply distinguished from verbs describing "the appropri-
ate upshot"” of those activities (success).g Thus 'hunt',

9Ryle, op. cit.
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'look for', 'listen', etc. all describe activities in which
people engage. The appropriate upshots of these activites
are respectively, 'bag', 'find', ‘'hear'. One can hunt
lions where there are no lions, but one cannot bag a lion
unless there is a lion to be bagged. A person can look
for a needle in a haystack without the needle's being there,
but he could not find it unless it were there. A man
could listen for a burglar who was not there, but could not
hear him unless he were. (Of course, he could hear noises
which he believed were made by a burglar, but he could not
hear a burglar's noises unless there were a burglar.)

The problem with 'teaching' is that it is used
‘both as an intentional verb describing an activity and as
a success verb describing the appropriate upshot of this
activity. This, of course, leads to confusion if these
senses are not kept distinct. The appropriate upshot of
teaching as an activity is, of course, learning. Thus,
paradoxical as it may sound, it would be true to say that
I have been teaching Jones logic,'but I have not taught
him any. The paradox vanishes when it is noted that the
first use of the verb 'to teach' is an intentional one--
I have been engaged in trying to get Jones to learn logic--
whereas the second use is a success use--Jones has failed
to learn logic despite my efforts.

Scheffler uses this distinction to completely
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destroy the controversy over whether there can be teaching
without learning or not by showing it to be a mere verbal
confusion. Those who urge that there can be no teaching
without learning are using 'teaching' in its success sense
and what they say is analytically true. On the other hand
those who urge that there can be teaching without learning
are using 'teaching' in its intentional sense and what they
say is analytically true also. The controversy cannot be
taken literally for it dissolves as soon as one or the
other of the two uses of 'teaching' is specified. Rather
the advocates of "no teaching without learning" are urging
us to coancentrate on the learner, to evaluate our teaching
methods at least in part by the learning they produce. On
the other hand, those who cry "there can be teaching with-
out learning" are urging administrators and teachers not
to evaluate teaching solely on the basis of the learning
produced because even the best teachers may fail to produce
learning in absolute dullards while even the poorest teacher
may contribute to the learning of exceptionally bright
students.

This latter point is connected to another facet of
"guccess" words. If one can be successful in teaching, one
can also fail to achieve the desired results; learning
simply may not occur. Nevertheless, teaching always in-

volves trying to get the student to learn what is being
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taught. 'Teaching' in its intentional sense is engaging
in certain activities intending that these activities pro-
duce the learning in the student of what is being taught.
Of course, the "trying" may not be limited to any particu-
lar lesson, and the goal envisaged may lie beyond the
bounds of the whole teaching activity. I may be teaching
my son how to play baseball by playing catch with him al-~
though I may not be trying to teach him (successfully) in
the bounds of any given lesson nor even in the bounds of
all the lessons I give him. He may have to practice after
I quit teaching him and even have other teachers, e.g.
coaches, before he eventually learns how to play baseball.
Nevertheless I have been teaching him how to play baseball
since I have engaged in activities with him, the intention
of which was to contribute to his learning how to play
baseball.

Thus teaching involves trying to achieve an intended
result, and failure is always possible despite the best
efforts of the teacher. The student or the universe may
not cooperate. The problem here is that there is no way to
clearly formulate the criteria for when a teacher has done
the best possible job he could even though learning does
not occur. There are, of course, rules of strategy which,
if followed, tend to produce the desired learning. Unfor-

tunately these rules do not guarantee success if followed.
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The situation is analogous to mathematics where there are
rules which enable us to evaluate a purported proof. Once
it is exhibited, we can determine in a precise way by
following the rules whether or not the proof is a wvalid
one. On the other hand there do not exist any rules such
that 1f they are followed, the successful production of valid

proofs is guaranteed. Furthermore this can be demonstrated
conclusively on mathematical grounds alone. The case is
similar in all scientific inquiries where theories once
proposed can be tested, but the production of such theories
cannot be guaranteed by following some set of rules. The
rules for scientific inquiry are at best heuristic. Of
course, these heuristic rules can be made to guarantee suc-
céss by simply adding such things as "Find an appropriate
theory" or "Set down a valid proof,™ but the addition of
such "rules" is obviously no help since it is precisely be-
cause we have no idea other than that given us by the
heuristic rules how to follow these "success-guaranteeing"
rules.

There are, of course, rules for some activites
which not only guarantee success, but are also helpful.
Spelling rules are of this type. A rule to spell ‘'cat’
might go "Leaving a letter wide space to the left write the
letter 'C', then leaving no letter wide space write the
letter 'A', then. . ." This rule is helpful because a
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student who didn't know how to spell 'cat' might very well
be able to follow the rule and if he did, success would be
guaranteed.

Unfortunately teaching involves many more activi-
ties like scientific inquiry than it does activities like
spelling. Thus we can independently of success in learning
evaluate teaching as an activity in cases where the teacher
is teaching things like spelling. If the teacher gives the
rules, then he has done all he could. But even this is too
strong; for the teacher must &lso have attempted to make
sure that the students understood the rules and such under-
standing is not guaranteed by following another set of
rules. The analogy is then this: Rules for effective
teaching are like the heuristic rules for producing fruit-
ful scientific theories or valid proofs. They are helpful,
but do not guarantee success. ©SBuccessful learning of what
has been taught is analogous to evaluating a theory or
checking a proof. Both show that the activity has been
successful, but neither tells us how to make the activity
successful in the future. Scheffler uses this analogy to
discredit attempts to characterize and teach the methods
of teaching in terms of rules to be followed or distinc-
tive actions to be performed by the teacher. The most that
can be done in teaching people how to teach is to provide
them with heuristic rules, and, as I shall now argue, a
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firm grounding in what it is they are supposed to teach.

Scheffler argues that not only is teaching a prac-
tical activity carried on with certain intentions, but also
an activity carried on in a certain manner or way. Not all
activities carried on with the intention of getting people
to behave in certain ways can be classed as teaching. We
naturally want to exclude the use of bribery, force, drugs,
hypnosis, etc. from the concept of teaching. Scheffler,
however, narrows the manner in which the activity of teach-
ing is carried on even further. He argues that the manner
appropriate to teaching is the free, frank, and open dis-
cussion of the reasons for and against believing anything.
The teacher must teach in a way that acknowledges the
reason of the pupil. The teacher must be willing and able
to give his reasons to the pupil, to explain a point, to
demonstrate a skill, to show the purpose in learning certain
kinds of things.

Now although this is certainly a laudable goal for
teachers to strive to attain, it seems to provide a rather

"high"” definition of teaching. There seems to be no logical

reason for demanding that a person "acknowledge the reason
of the pupil” in order to be called a teacher; for all that
there are practical and moral reasons for him to do so.
Nevertheless Scheffler's connection of manner with the

activity of teaching is extremely important even if we do
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not demand that the manner be quite so praise-worthy as
Scheffler makes out. The importance of the manner of
carrying on the teaching activity can perhaps best be
brought out by considering the three learning locutions.

If the teacher is merely trying to get the student
to learn to do certain things in the sense of 'learning to'
which involves a high probability of the student's doing
what he has been taught whenever he is in certain situ-
ations, then there seems to be much less restriction on
manner than in other cases. In these cases where the goal
is merely a 'learning to', the teacher tends to proceed
with a minimum of explanation and a maximum of drill. He
might motivate the student with threats of reward and
punishment and not by trying to appeal to any intrinsic
motivation the student might find in what is to be learned.
He is trying to get the student merely to act in a certain
way in certain situations. And, of course, there are many
occasions where such a manner of teaching is perfectly
acceptable. The teaching of minimal forms of courtesy,
memorizing the multiplication tables, holding one's breath
while under water, etc., all tend to be taught, and rightly
80, in this manner. We are not concerned in these cases
that the student behave intelligently--that will come later
if it is needed'at all--rather we are nmerely concerned that

the student does a number of things without thinking so we
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can get on to more important business.

'Learning that' is also connected with consider-

ations concerning the manner in which teaching is conducted.
If we are trying to teach a student that such and such is
the case, we are, of course, trying to get him to believe
it, but we may only want to teach him to say that such and
such is the case in certain situations. This sort of
'teaching that' is thus assimilated to the 'learning to'
discussed above, and may well include the methods discussed
there. On the other hand we may teach the student that such
and such is the case for reasons, but entirely the wrong
kind of reasons. The student may learn that Columbus dis-—
covered America because he has learned that the teacher will
very probably ask for this information on a test and will
mark the student down if he cannot provide the information.
Finally there is the 'teaching that' which is directly con-
nected with the student's reasons in 'learning with under-
standing that'. 1In this case the teacher's manner must in-
clude the casting of points in terms the students can
understand so that the students' reasons are not only the
teacher's reasons for the proposition, but also the reasons
for believing the proposition. This last is the manner
which Scheffler is referiing to in saying that the teacher's
menner in his teaching activity is the acknowledging of

the student's "reason.”™ To teach in this manner will



183
probably involve discussion and question-answering, but the
precise method is not important. The important thing is
that to teach in this manner is to be prepared to submit
the teacher's reasons for a belief to the student's evalu-
ation and criticism. It is clear that if the teacher in-
tends his students to learn with understanding, he must be
prepared to submit his (the teacher's) reasons for the
student's Jjudgment.

'Learning how' is, as I have already argued, com-
posed of both 'learning to' and 'learning that'. As such,
the proper proportions of these latter two ﬁust be kept in
mind when considering the proper manner of 'teaching how'.
To teach how is, in general, to show how and explain how
in addition to teaching that such and such are the relevant
considerations for the application of the skill being taught.
Thus the manner of 'teaching how' may be compounded of the
manner of 'teaching to' and the manner of 'teaching that'
in varying proportions depending both on the teacher's
intentions and the particular skill to be taught.

The problems involved in not keeping the intentions
of the teacher as to what kind of learning is to be fostered
consistent with the manner of teaching ought by now to be
apparent. To take an extreme case, suppose a teacher in-
tends to produce learning with understanding (as most would

claim they do), and then proceeds to teach in a manner



184

appropriate to 'learning to'. He gives the students ex-
cessive drill, puts a high premium on their memorizing
his exact words, discourages questions from the students,
and in general behaves as if he were conditioning animals
and not teaching persons. It is not, as Scheffler would
have us say, that the teacher is not teaching; it is rather
that he is teaching his students to do and say certain
things when he ought to be teaching them that such and such
is the case in the sense of their learning this with under-
standing.

There are also examples emphasizing the undesira-
bility of too much of the 'teaching that' manner. A
teacher who spends too much time meeting all the students'
objections, questions, etc. on matters which ought only to
be the subject of 'learning to' is at best wasting every-
one's time and at worst giving his students a distorted
sense of the relative importance of what is to be learned.
The problems involved in 'teaching how' are also clear.
If the teacher is not aware of the proper "mix" of 'learn-
ing to' and 'learning that' involved in the acquisition
of the particular skill he is trying to teach, he may
emphasize the wrong things to the detriment of all concerned.
Thus he may spend too much time on routine practice to the
exclsuion of some of the 'learning that' which must occur

if the skill is to be more than a rote piece of behavior.
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Or he may spend so much time explaining that the students
never do have a chance to practice the skill at all.

Of course, the most efficient relation between the
intended kind of learning and the manner of teaching is to
a very large extent an empirical matter, and I do not pre-
sume to be doing a priori science in the foregoing. Rather
what I have been arguing is that the students very often
read off a teacher's intentions as to the learning he is
attempting to foster from the manner in which he teaches.
The teacher who professes to be interested in the students'
learning with understanding but who teaches and tests his
students in a manner to encourage mere 'learning to' should
not be surprised that he often fails in his professed goal.
This is why the teacher who wants his students to learn
with understanding must be a master of what he teaches.

For if, as I have argued, learning with understanding is
primarily a matter of coming to have good reasons for a be-
lief in the way my analyses have indicated, then the teacher
must know his subject so well that he can give the student
the reasons which are reasons for the belief being taught
and learned. The teacher who has good intentions as to the
type of learning he wishes to foster but who does not have

a mastery of the subject is at a serious disadvantage. Too
often is he able only to foster 'learning to' and not
'learning with understanding that' because he does not
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himself understand the reasons for what he is teaching and
thus a fortiori cannot lead the student to any sort of
understanding. He teaches the student to do and say certain
things in certain situations, not that such and such is the
case because of such and such a reason.

The foregoing remarks, if correct, indicate a
certain mutuality of endeavor between student and teacher
if true learning with understanding is to occur. The
teacher must be prepared not only to set forth his reasons,
but to have them evaluated and criticized by the student,
and possibly the teacher may even have to admit that he is
wrong. The student on the other hand must not only learn
Yo repeat at the appropriate times what the teacher has
said, but must question and study what the teacher says and
does and what his reasons are for saying what he says so
that he, the student, may come to have his own reasons for
or against any given belief. This mutuality of interests
is especially important in moral education where the goal
is Yo get the student to behave in certain ways in the way
he has learned how to behave because he has learned that
one ought to behave in these ways. The student who is not
allowed to question conventional morality and is not allowed
to question the justification for conventional morality will
never learn to be a moral person in the full sense speci-

fied above; for he will never learn with understanding
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that one ought to accept certain moral norms or principles.
If he does learn to be moral in spite of his instruction,
it will be nmuch, much harder.
Thus Scheffler is wrong in saying that fostering
learning in a manner that acknowledges the student's reason

is a logically necessary condition of an activity's being

describable as teaching, but he is right in saying that

the activity of teaching is necessarily carried on in
certain fairly determinate ways and these ways are at least
empirically connected to the kind of learning which is
likely to be fostered. Scheffler's "manner" is an ideal
manner--one devoutly to be wished for in many cases-—-and
the one most likely to encourage learning with understand-
ing. It is not, however, an easy method to adopt; for it
requires a high degree of mastery of the subject matter by
the teacher and a willingness to be proved wrong occasion-
ally, both of which attributes too few teachers possess.
Finally the question of the manner of teaching has been
seen to be closely related to the kind of learning intended;
and if nothing else, attention to a clear formulation of
the kinds of learning to be sought and their relation to
the manner of teaching ought to improve immeasurably our
understanding of the educational process and how to improve
it in addition to pointing out promising avenues of empiri-
cal research to establish Jjust what the best manner of

teaching for different kinds of learning is.



CHAPTER IV

THE PSYCHOLOGICAL "REDUCTION" OF
LEARNING LOCUTIONS

It is quite obvious that the analyses I have given
of the three paradigm learning locutions--'learning that',
'learning how', and 'learning to'-~-are in terms of primi-
tive concepts which have variously been characterized as
"mental," "intentional," "psychological," etc. For ex-
smple, both 'learning that' and 'learning how' explicitly
make use of the concept of "belief" which is often taken
as the paradigm case of a mentalistic concept. ‘'Learning
to! as well as the others involves "intending"” in the
exercise of what has been learned, for it is this intending
to perform certain actions which distinguishes rote learn-
ing from mere mechanical conditioning. Now there are
various psychologists and philosophers who would claim
that such analyses in terms of mentalistic concepts are
worse than useless. They are positively false and mis-
leading. These people would claim that statements in
terms of mentalistic concepts are to be eschewed in favor
of more scientific language about what can be empirically
verified, for in principle mentalistic concepts are some-

how "ghostly" or at the very least "private" and thus not
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subject to empirical observation. It will be the purpose
of the present chapter to analyze such a "reductionistic®
program and to develop some minimal linguistic criteria
which any such claimed "reduction" must meet if it is to

be a8 success.

l. A Note on Method

I must first make a rather rough and ready distinc-
tion in the philosophy of language without delving too far
into this subject and without settling conclusively any of
the controversies which may still surround the distinctions
I am going to make. The first distinction I wish to make
is that between the meaning and the use of a sentence.

Very roughly, the meaning of a sentence has to do with the
thought that is expressed, the cognitive content of the
sentence. The meaning of any sentence is somehow consti-
tuted by the meanings of its parts, and these in turn are
more or less definitely fixed for the speakers of any
natural language. Thus there is a real limitation on what
a speaker of language can mean by his words. This limi-
tation is that he cannot simply intend his words to mean
something other than they do mean and hope to be understood.
Thus a man cannot say "Grass is red" and hope to be under-
stood as uttering a true sentence simply because he intends
by his use of the word 'red' to mean what ordinary speakers

of English mean by 'green'. He would at least have to
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make clear to his audience that he was using 'red' with
the meaning that 'green' is ordinarily taken to have, and
this "making clear to his audience" would have to be with
words which themselves have their ordinary meanings or
else his audience would have no idea what it was he was
explaining to them. Briefly the words, expressions, and
sentences of a language must have more or less precisely
fixed meanings for all speakers of the language in order
for the communicative purpose of the language sven to get
off the ground. And this remark would have to be true
no matter how 'meaning' is eventually to be analyzed.

Thus, I take it that a theory of "meaning" would
have to include a theory something similar to the Fregean
theory of sense and reference. It would include a speci-
fication of how the sense of a word or sentence determines
its reference without worrying about the actual references
of the words in any specific sentence, and thus without
worrying about the actual truth or falsity of the sentence.
In other words, knowing the meaning of a sentence involves
knowing at least in a vague way the truth conditions for

the sentence. An adequate theory of meaning thus might
include the theory of representing natural language
sentences in modern quantification theory to exhibit their
logical structure, the theory of sense and reference,

Tarski's theory of truth, and perhaps a theory of opaque
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contexts as well. In short, "meaning" is taken to be that
which must be minimally understood if one is to "understand”
a word or sentence in a natural language, regardless of the
actual truth or falsity of the sentence and regardless of
the intentions of any speaker in using any particular sen-
tence. Theory of "meaning" as I am using 'meaning' would
concern itself with sentence "types" and not sentence
"tokens." Roughly, the distinction between a linguistic
type and a token of that type is that the former is a
linguistic entity and the latter is a physical object of
some sort. Thus in the following box, there is but one

sentence type, but two sentence tokens.

Grass is green

Grass is green

However, once one moves from a consideration of
the linguistic properties of sentence types to & consider-
ation of sentence tokens as well, then one has entered the
realm of what I want to call "use.® Sentence tokens occur
in specific contexts and are uttered or written with par-
ticular intentions in mind. Often these contexts are such
that we are interested in the truth or falsity of the par-
ticular sentence token. In such cases, from our knowledge
of the "meaning" of the sentence, i.e. our knowledge of

the truth conditions of the sentence, and our knowledge of
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the specific context of use, we can determine the actual
truth or falsity of the sentence.

Although the assertive use of sentences is indeed
a common one, i.e. the use of sentences to make a truth
claim, it is by no means the only use of sentence tokens.
That is, althoﬁgh the words and sentences of a language
have 8 more or less fixed meaning, there are any number of
uses to which these words and sentences may be put. Thus
I may utter the sentence, "The door is shut,” intending
to get my audience to believe that the door is shut.
This is a more or less informative or assertive use. How-
ever, I may have the further intention of warning my audi-
ence that they must not simply try to back out of the
room. This further intention could probably have been
fulfilled if I had not used language at all. I might have
simply grabbed my "audience" by the arm and turned him
around so that he could see that the door was shut and
would not blunder into it. On the other hand I may utter
the sentence, "The door is shut,"” intending to ask a
question. Ordinarily I would use a particular tone of
voice to do this. I may also have had the further inten-
tion of getting my audience to open the door for me if it
is shut. Again I may utter the sentence, "The door is
shut,” to my son as he comes bursting into the house
leaving the door open intending by my utterance that he
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understands I wish him to shut the door. This utterance
is 8lso usually made in a particular tone of voice, and I
may have the further intention of reprimanding him by
uttering it. Finally I may simply use the sentence, "The
door is shut,” as an example of an indicative sentence in
some class I am teaching with no more intention than that
my audience take it as an example. There are, of course,
an indefinite number of further ways I might use the same
sentence, and examples can be easily constructed of these
further uses.

However, not only are there an indefinite number
of different uses of the kind I have just been considering,
there are also an indefinite number of hierarcinicsl uses
as well. JFor example, one could consider all the above.
cases being spoken by a character in a play or novel. The
uses outlined above probably are still operative in some
sense or other, but there is added on to these the special
use of the words as being used in the context of the
dramatic or literary work. Or consider the case of lying
or intentionally misleading someone. Again the situations
might be the same and perhaps even most of the intentions.
But here too there is another use to which the sentence is
being put. That is, the liar is using the sentence with
the intention of getting someone to believe something

which is not the case. Or consider the metaphorical,
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allegorical, and simile uses of sentences. Surely there is
no special "meaning" involved here for we understand per-
fectly well what the words mean and it is only because we
understand their meaning that we realize that the uge is
a metaphorical, allegorical or simile one. In short, I
take the "use" of a sentence to refer to the particular
context of its utterance and the particular intentions
which the speaker has in uttering it.

However, I must make a further distinction between
two different kinds of uses or intentions--the public and
the private. Many of the uses and intentions that I have
illustrated above are what might be called "private" in-
tentions. What this roughly involves is that I had in-
tentions in uttering what I did which could have been
fulfilled even without my using language at all. Thus I
had respectively the intention of warning my audience that
the door was closed, of getting the audience to open the
door for me, of reprimanding my son, etc. There were also,
however, certain "public" intentions or uses of language
which also entered into the linguistic act I performed.
This "conventional™ use of language is probably best
illustrated by two examples.

The most common "conventional” use of language is
probably the assertive one. If I say in normal circumstances

and & normal tone of voice, "The door is shut,” and I make
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use of no speciai conventions that indicate I am joking,
using the sentence as an example, etc., then I can be said
to have asserted that the door is shut. Furthermore, if
the door turns out not to be shut, I am held prima facie
responsible for having misled my audience with my assertion.
And it is no defense for me to claim that I did not intend
to assert that the door is shut if in fact I made use of
the normal conventions for asserting without explicitly
qualifying them in any way. I am held responsible for
having asserted, and I gave my audience the right to assume
that I was asserting. I thus lay myself open to a certain
sort of censure if I did not actually intend to assert.

Another example is that of promising. As a matter
of fact whenever I say "I promise. . ." in suitable circum-
stances, I have promised. And this is so despite any in-
tentions I may have had about not wanting to promise or
not keeping the promise. My audience is perfectly Jjusti-
fied in holding me to my promise if I have not indicated
in some way that I was joking, or merely expressing an in-
tention to try to perform, or pretending to promise, or
one of a number of other things which effectively remove
the conventional force of "I promise. . . .” This is so
because the usual private intention in uttering the words,
"I promise. . .", is that of placing oneself under an
obligation. Because of the importance of this private
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intention, it has become institutionalized and thus a
"public” intention for which people are entitled to hold
me responsible despite my varying private intentions. That
is, the fact that whenever someone utters the words, "I
promise. . .", in suitable circumstances, he has promised is

a public conventionsl use of these words.

It will be observed that my distinction between
meaning, public use, and private use corresponds very
closeiy with John Austin's distinction between locution-
ary, illocutionary, and perlocutionary descriptions of a
speech act.1 However, Austin seems to believe that the
fact that whenever an English-speaking person says, "I
promise. . ." in appropriate circumstances, he has promised
is a part of the meaning of "I promise. . . ." This will
not do. What these words mean is that I am or am trying
to obligate myself to perform what I am promising by going
through the appropriate ritual or convention for doing
this, whatever that ritual might be. As a matter of fact,

one way this ritual may be gone through with English-
speaking cultureé is by uttering these very words. But
this need not be so. We could very easily imagine a2 cul-
ture where the ritual of promising consists merely in the
crossing of the fingers of the left hand whenever someone

15, L. Austin, How To Do Things With Words, (Cam-
bridge, Mass,: Harvafa”ﬂdf?ersff§&%§gss, 1962).
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asks if you will do something. The promiser need not speak
any words at all. And if he did, he might merely be saying
that he was trying to go through the appropriate ritual.
Thus the words "I promise. . ." can be used in English to
promise independently of their meaning and independently of
any other private intentions. HMoreover, this use is a
"public”™ one.

In summary then, for me, "meaning”™ is concerned
with what must essentially be known of a language in order
to understand that language. "Public intentions"™ have to
do with the conventions of a language which as a matter of
fact are associated with the language, but which we could
imagine being different in form even if we could not imagine
that thére are not some such conventions. The "private
intentions" refer to those further intentions which
language users may have, but which could in general be ful-
filled without using language at all. I admit that this
distinction is only & rough and ready one, but I believe
that it will do for my purposes.

However, I must try to meet one possible objection
which seems to be currently popular. This objection, often
voiced by philosophers of a Wittgensteinian persuasion is
that meaning is use. That is, if we know all there is to
know about the use of language or the intentions with which
we use language, then we know all there is to know about
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meaning. In order to meet this objection I must first
make two concessions. First, I grant that the meanings of
words do depend on their use. But this dependence is on
the history of their use and does not at all imply that
the present meanings of words could be analyzed in terms
of their use on any particular occasion. It is indeed a
contingent fact that 'red' means red and not green. It is
possible that 'red' and 'green' might have had exactly
opposite meanings. But this fact goes nowhere toward
showing that this is how we must analyze the present day
meanings of words. In fact, I shall argue that the reason
we can use words and sentences in the way we do is pre-
cisely because they have the meanings they do.

The second concession I am willing to make concerns
ny notion of "public intentions.” It might be possible to
subsume public intentions either under meaning or under
private intentions, although no such attempt has yet suc-
ceeded. I have already argued in the case of promising
that public intentions cannot be analyzed in terms of mean-
ing. The argument for its not being analyzable in terms
of private intentions has also been given in distinguishing
public from private intentions. In essence this argument
depends on the fact that when conventions (public intentions)
are used without qualification, the audience is entitled to

hold the speaker "responsible"” in some sense for his
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utterance despite any private intentions he might have.
However, I am willing to grant that a successful sub-
sumption might eventually be effected for "public inten-
tions." At the present time, however, I believe the
distinction I have made is still a valuable one.

But what about "use" in general providing necessary
and sufficient conditions for an analysis of meaning? The
following argument is not meant to be absolutely conclu-
give since it depends rather heavily on some controversial
aspects of the philosophy of language, and any attempt to
make it conclusive would involve me in setting out a
fairly complete theory of language. This undertaking
would require a book in itself. However, the argument and
the conclusions I will reac}_l will enable me to make.some
enlightening comments on the'problem of the "reduction”" of
ordinary learning notions to psychological learning theory.

The proponents of the "meaning is use” doctrine
would begin by saying that all my talk about meanings
and intentions is totally mysterious. What must be done,
they argue, is to use the public,observable knowledge that
we hafa and simply look at all the situations in which
people use language. Once we have done this, then we can
simply define meaning in terms of the content of use by
people. We thus do away with mysterious entities in favor

of observables.
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Such a position is very hard either to attack or
to defend, for it is a well-nigh impossible task to observe
with any detail all the contexts of language use, and even
if we eould, it is not clear how this would help. The
proponents of this view, however, make the following clainm
to bolster their case. They say that we can study a few
simple "language games" (the term is Wittbenstein's), and
notice all the ways in which the words are being used and
this will constitute knowing the meaning of them. Then by
analogy, so the argument runs, we will understand the
complex language geme being played by the users of a
natural language. Now by "language game," the proponents
of this view seem to mean simply a complete description of
the activities and context in which language is used.
Consider, for example, the following langusge game

described by Wittgenstein:

The langug%e is meant to serve for communication be-

tween a builder A and an assistant B. A is building

with buildingstones: <there are blocks, pillars,

slabs and beams. B has to pass the stones, and that

in the order in which A needs them. For this purpose

they use a language consisting of the words "block",

"pillar"”, "slab", "beam". A calls them out;-~B brings

the stone which he has learnt to bring at such-and-
such a call.--Conceive this as a complete primitive

language.

Now the proponents of the view under consideration seem to

feel that from such a description we know all there is to

2L. Wittgenstein, Philosophical Investigations,
trans. by G.E.M. Anscombe (New York: Maclillan and Co.,

1953), 82, p. 3©.
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know concerning the meanings of the words involved in the
language game. We know their complete use and what more
is there? However, I believe that such a description of
the use of the words of this primitive language is neither
a necessary nor a sufficient condition for an analysis of
'meaning’'.

To show this, suppose the builder yells, "Slabl",
and the helper decides to take a coffee break. On Wittgen-
stein's view we cannot say that the helper understands,
because his behavior does not fit into the game. But
surely he does understand, thus showing that this particu-
lar kind of behavior is not a necessary condition of a
word's having meaning., On the other hand, what if the
helper believes that those sounds coming from the builder
are natural expressions on the part of the bullder when he
has an overwhelming desire for that type of stone without
any intent on the builder's part to communicate this desire
to the helper. Then the helper, being a good-hearted
person, brings the appropriate stone. In this case al-
though all the conditions are satisfied, it cannot be said,
I think, that the helper knows what the builder's utter-
ances mean, if they mean anything at all.

The point I have been stressing in arguing the non-
collapsibility of meaning and use is that an important

class of intentions a speaker has are the intentions to
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fulfill his further private intentions through the audi-
ence's understanding the meanings of the words which the
speaker utters. Thus the builder intends his helper to
bring a slab whenever the builder says "Slabl", but
further, he intends that the helper bring the slab through
a recognition of the meaning of "Slabl", and a knowledge
of the conventions governing commands or requests. Thus
meaning is not to be identified with use, at least not in
the behavioristic way in which Wittgenstein would have us
believe.

Before leaving this topic, I want to reemphasize
two points. First, I take my arguments separating use and
meaning to be conclusive only against certain proposed
identifications of these two concepts such as the one con-
nected with Wittgenstein's simple language games. These
arguments also seem to provide a clue as to where to look
for a possible mistake in any future proposal of this
type. I am not claiming, however, that no possible identi-
fication of meaning and use will ever succeed, only that
none so far have. Second, despite the apparent independ-
ence of meaning and use, there is still a very close con-
nection between them; and, at the very least, a word with
a certain meaning has a more or less specifiable range of
uses to which it may be put, and conversely, a certain

range of uses indicates a certain family of meanings. If
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this is so, then any claim of synonymy between the two
linguistic expressions entails a roughly similar range of
uses and a widely dissimilar range of uses for two lingu-
istic expressions entails at least a serious doubt as to
their synonymy. These points will become extremely impor-
tant in the following sections.

2. The Development of Some Linguistic Criteria for a
Buccessful Reduction

The concept of "reduction” is most clearly applied
in the field of science. A reduction of one theory to
another occurs roughly whenever the theory being reduced
(secondary theory) is explained in terms of the other theory
(primary theory). This usually involves the deduction of
the secondary theory from the primary theory. In general,
the two theories are concerned with prima facie different
subject matters; for if they are not, the "reduction" simply
seems to be an "expansion" of a given theory and usually
causes no philosophical problems. For my purposes, "re-
duction® will refer to any attempt to replace a particular
class of statements in ordinary language by snother class
of statements in ordinary language or in a sclentific
theory.
| Before considering a few examples of a proposed
reduction and some arguments against it, it will be help-

ful to state a eriterion for a successful scientific
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reduction which seems to apply here.5 The criterion is
that certain assumptions must be made connecting the terms
of the secondary theory which do not already appear in the
theoretical terms of the primary theory with certain of the
theoretical terms of the primary theory. That such assump-
tions are necessary is clear. For by principles of logic
we cannot (except in speciel cases which are not applicable
here) derive conclusions conteining terms which were not
contained in the premises. Thus if the secondary theory
contains a term, 'A', which is not present in the theoreti-
cal terms of the primary theory, we could not derive or
explain the statements of the secondary theory containing
'A' using the statements of the primary theory unless such
linking assumptions are made. Now these linking assumptions
seem to be of three and only three kinds. First they might
be logical or meaning relations between the terms of the
two theories (in which case this is not really an “"assump-

tion"). Secondly, the linkages may be in the form of

SErnest Nagel, The Structure of Science (New York:
Harcourt, Brace and World, IncC., IgGIT& Chepter 11. In a
strict sense I am not talking about a "scientific” reduction
here. A truly "scientific" reduction can occur, according
to Nagel, only when the axioms, experimental laws, special
hypotheses, etc., of both the primary and secondary theories
are more or less explicitly formulated. Otherwise, it is
very difficult to decide with any assurance whether the pro-
posed reduction is successful or not due to the vagueness
and ambiguities involved. Such precision is clearly lacking
in the cases with which 1 shall be concerned. Nevertheless,
some of the criteria for & successful scientific reduction
can be applied, it seems, to the sort of reduction of which
I shall be spesaking.
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empirical laws which as a matter of fact link the occur-
rence of a state of affairs described in the secondary
theory to another state of affairs described in the primary
theory. In this case the law must be empirically supported
and the two states of affairs must, in principle, be capable
of being independently identified. Finally, the linkages
may be stipulative only, and thus created by deliberate
convention. This case can arise if the term (or construc-
tion of terms) in the primary theory has no empirical sig-
nificance other than that created by the stipulation or
has the same empirical significance as the term in the
secondary theory to which it is linked.

A notorious example of an attempted reduction of
the type I want to consider is the thesis of "naturalism"
in ethics and value theory. This thesis is that there are
two realms of discourse in ordinary language, the factual
and the evaluative, which prima facie seem to be talking
about two different sorts of things. However, the thesis
goes on to claim that sentences involving evaluative terms
can be replaced by sentences involving merely factual terms.
In short the holders of a naturalist position in ethics
claim that evaluative notions can be reduced to factual ones.

The kind of linking assumption which is usually
taken by naturalists as the appropriate way to link evalu-

ative and factual terms is the logical or meaning one.
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That is, most naturalists claim that statements containing
evaluative terms mean the saeme as other statements contain-
ing only factual terms. For simplicity I shall consider
only the case of reducing sentences containing ‘good' %o
sentences containing merely factual terms. Thus perhaps
the most famous naturalistic position, utilitarianism,
might be construed as claiming something like 'X is good'
means 'X is productive of more pleasure than pain' where
'pleasure' and ‘pain' are understood to be factual terns,
i.e., the states of affairs described by these terms can
be identified by purely scientific means. The exact details
of such an identification are immaterial for ny purposes,
but we might suppose that things are pleasurable Just when
certain circuits in the brain are triggered (a supposition
not at all inconsistent with current brain physiology). At
any rate the question of whether something is good or not
is supposed to be capable of being settled in principle by
an appropriate scientific investigation.

Of course, utilitarianism is not the only possible
naturalistic definition of evaluative terms. The following
also gualifies: 'X is good' means ' majority of people
believe X is good'. Ignoring for the moment the problen
of ascertaining scientifically peoples' beliefs, this too
can be construed as naturalistic. In principle we might
find out if something is good or not simply by asking



207

everyone whether they believe it is good. If a majority
of them do, then it is good. Notice in this case that the
predicates 'is good' and 'is believed to be good' are both
one~place and the former is dependent for its meaning
through the asserted equivalence on the latter. The
latter might be primitive or might be analyzed further.
If it is rurthei analyzed, it is implicit that the analysis
will not contain 'is good', but only further factual terms.

Although at one time or another and in one form or
another such "reductions" of evaluative notions to factual
ones have been very popular and persuasive, they have also
come under serious atbtack. Recently this attack has
centered around Moore's famous "open question™ refutation
of naturalism and various reformulations of this argument.
It will be instructive to examine in some detail one of
the most recent and plausible formulations of this argu-
ment. Such an examination will enable me to extract some
general criteria for a successful reduction of this kind
in terms of the meaning-use distinction already discussed.

R. M., Hare in his influential book, The Language

of Morals, formulates the argument as follows:

Let us suppose for the sake of argument that there
are some 'defining characteristics' of a good pic-
ture. It does not matter what sort they are; they
can be a single characteristic, or a conjunction of
characteristics, or a disjunction of alternative
charactristics., Let us call this group of these:
characteristics C. 'P is a good picture' will then
mean the same as 'P is a picture and P is C'. For
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example, let C mean "Having a tendency to arouse in
people who are at that time members of the Royal
Acade (or any other definitely specified group of
peoplgg, a definitely recognizable feeling called
"admiration"'. The words 'definitely specified' and
'definitely recognizable' have to be inserted, for
otherwise we might find that words in the definiens
were being used evaluatively, and this would make Ghe
definition no longer ‘'naturalistic'. Now suppose
that we wish to say that the members of the Royal
Academy have good taste in picture. To have good
taste in pictures means to have this definitely
recognizable feeling of admiration for those pictures,
and only those pictures, which are good pictures. If
therefore we wish to say that the members of the
Royal Academy have good taste in pictures, we have,
according to the definition, to say something which
means the same as saying that they have this feeling
of admiration for pictures which have a tendency to
arouse in them this feeling.%

One paragraph later Hare genecralizes this argument as
follows:

If 'P is a good picture' is held to mean the same as
'P is a picture and P is C', then it will become inm-
possible to commend pictures for being C; it will be
possible only to say that they are C. It is impor-
tant to realize that this difficulty has nothing to
do with the particular example that I have chosen.
It is not because we have chosen the wrong defining
characteristics; it is because, whatever defining
characteristics we choose, this objection arises,
that we can no longer commend an object for possess-
ing these characteristics.b

However, this argument, plausible as it may sound,

rests on a series of related assumptions which are not

specified by Hare, and which are dubious at best. Let me

examine these. First of all it is clear that "commending"

%R. M. Hare, The Language of Morals (London: Oxford
University Press, 1961), p. &&.

2Tbid., p. 85.
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something for possessing characteristics, C, is a use of
'good' in the sense of the meaning-use distinction formu-
lated above. For my present purpose it does not matter
whether the commendatory use of evaluative notions falls
under the public intentions category or the private inten-
tions category. My own feeling is that it falls under the
former, but this is not important. What is important is
that Hare seems to assume that the meaning of an expression
can be identified with its use; for all his argument has
shown is that if this form of naturalism is true, we seem
to be barred from using evaluative expressions in certain
ways. Unless use is meaning, this does not show that a
naturalistic thesis is falsej for naturalism connects
meanings, not uses.

Although I argued against an identification of
meaning and use in the foregoing section, I admitted that
it might just be possible. Let me suppose now that such
an identification is possible. What is the status of
Hare's argument in that case? Well, it seems that if mean-
ing is use, Hare's argument is almost conclusive. I say
"almost" because it still seems to be the case that there
may be some uses of an expression which are not central to
the meaning of the expression. This seems to be the case
with most uses falling under the private intentions cate-

gory, although not with those falling under the public
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intentions category. The reason for this is that private
intentions can in general be satisfied without using
language at all. Thus it is hard to see how they could
contribute to the meaning of a linguistic expression. On
the other hand public intentions seem much more closely
bound up with languages and it is probably here that any
identification of meaning and use would have to take place.
Thus Hare needs to supplement his argument by showing that
the commendatory use of evaluative expressions is really
quite central to their meanings. I do not think that this
would be difficult, and it would probably be admitted by
naturalista, but 1t seems Hare would have to do this to
make his argument complete.

But what if meaning and use cannot be identified?
If this is the case, then it seems to me that Hare's argu-
ment shows at most that there is a different range of uses
for evaluative expressions and factual expressions. Since,
as I admitted, there is even in this case a very close
connection between use and meaning, Hare's argument would
thus cast a serious amount of doubt on the naturalist
thesis depending on just how central the commendatory use
is. The naturalist might again save his claim by arguing
that the commendatory use of evaluative expressions is not
one of the uses closely connected to the meanings of

evaluative expressions. However, if, as appears likely,
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the commendatory use is central and would thus have to be
taken account of by any naturalistic definition of evalu-
ative expressions, Hare's argument may be conclusive

against that particular form of naturalism which he con-

siders. It does not show, as Hare claims it does, that no
naturalistic definition will do. There seems to be no
a priori reason why some factual terms may not have com-
mendatory uses in certain contexts. It thus seems that it
is still possible for some naturalistic thesis to be correct.
The only requirément is that the factual terms of the pro-
posed definition be capable of being used to commend, blame,
praise, advise, and so on. Hare's argument is typical of
anti-reductionist arguments. A case can often be made out
that the arguments are conclusive for particular instances
of the proposed reduction, but when an attempt is made to
generalize these arguments, the generalization 1s often not
valid. In other words, the situation is not analogous to
that of the foundations of mathematics. In any system
strong enough.to contain elementary number theory, G8del
has proved that there can be no reduction of the concept
of mathematical truth to the concept of provability in
the system. BSuch a situation does not in general obtain
for other controversial reductions, i.e there is no
general proof that the reduction must fail.

The foregoing discussion seems to provide the basis
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for formulating some linguistic eriteria of a successful
"reduction” of one class of statements to another if the
linking assumptions are taken to be true in virtue of the
meanings of the words alone. Whether meaning is identical
with use or not, it seems to be the case that any sentence
of the secondary theory, must have roughly the same uses 3s
a sentence in the primary theory which is logically equiva-
lent ﬁo it when the appropriate definitional replacements
have been made; and conversely.

If meaning is identical with use, then pointing to
a use of & sentence in the secondary theory not possessed
by the logically equivalent sentence in the primary theory
casts serious doubt on the reduction. However, such an
anti-reductionist argument has to be supplemented by show-
ing that the use is "centrel." This may be admitted by
the proponents of the reduction, but if it is not, then an
argument showing that a significant part of discourse
about the subject matter is unaccounted for must be produced
in order to show the reduction to be fallacious.

If meaning is not identical with use, then point-
ing to a use in the secondary theory not possible in the
primary theory again casts serious doubt on the proposed
reduction. However, in this case the proponent of the
reduction can escape the argument not only by showing the
use not to be central, but also by admitting that the
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particular proposal is indeed erroneous. He may neverthe-
less claim that the anti-reductionist argument is not
general but merely telling against the particular form of
the reduction he has proposed. Furthermore, the argument
can then be used as a gulde to finding a new linking defin-
ition which does have the use in question. Since this sort
of move seems usually to be open to the reductionist, it
appears that conclusive general anti-reductionist arguments
are not often possible. Each proposed reduction must be
judged on its own merits and even a series of failures may
not give any support to the position that no reduction of
the kind in question is possible.

I now want to turn to a consideration of the second
kind of linking assumption-empirical laws. Let me suppose,
as very few naturalists would, that the linking assumptions
between gvaluative discourse and factual discourse are
really only empirically true. For example, it might be
claimed that all and only those things which are "good"
are also "pleasant,” although it is admitted that synonymy
is not in question here. It is evident that in this case
independent evidence must in principle be obtainable for
the state of affairs signified by 'good' and for the state
of affairs signified by 'pleasant'’. If this were not so,
then it would be impossible to either confirm or disconfirm
this hypothesis. It is probably for this reason that no
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naturalist makes a claim of this kind, for it is very hard
to see just how the evidence for the application of 'good!
would differ from evidence for the application of 'pleasant'.
However, this is immaterial to my present purposes.

If this is the kind of link postulated, then it
seems that the meaning-use distinction is no longer applic-
able, for it is granted that the terms have different mean-
ings and therefore a different range of uses. Indeed it
does seem to be the case that the only help a consideration
of meaning and use could have here would be to clarify the
terms involved to make it plain that they really do have
independent criteria for their evaluation. Such consider-
ations might save psychologists the pains of testing
analytic statements, but that would be all.

However, this in itself would be a great deal,

For example, a widely used test in educational psychology
makes the following statement.

The pupil who learns a prescription without

understanding it will have difficulty in sdapting
it to a new situation. He may learn rapidly a pro-
cedure presented in a rote fashion. But the
Brownell-Moser study shows that he is then less
able to work out the proper procedure in a slightly
different situation, and less equipped to under-
stand subsequent explanations. Teaching materials
that can be understood and teaching methods that

foster understanding are needed if learning is to
transfer.6

6Lee J. Croﬁbach, Educational Psychology, 2d. ed.
(New York: Harcourt, Brace and Worid, inc., 63), p. 347.
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And then in the next chapter entitled, "Improving Under-
standing and Thinking,"” the author says,

The only sure sign that the pupil has command of

a principle is transfer; he operates with the

principle, going beyond the ﬁ%EEE"EIven by text

or teacher and beyond the tasks he has previously

practiced.”
A reasonable interpretation of this would be to say that
understanding means the same as transfer, but if it does,
it is hardly surprising that "Teaching materials that can
be understood and teaching methods that foster understand-
ing are needed if learning is to transfer," for all this
gsays is that what promotes transfer promotes transfer. It
is only if "understanding" and "transfer" can in principle
be independently found to obtain that the above is an em-
pirical hypothesis and this is just what Cronbach does
not make clear.

Nevertheless, considerations of meaning and use do
arise in another place even if the postulated link between
the terms of the two theories is actually a legitimate,
true, empirical hypothesis. This sort of situation may
arise some time after such a reduction has been success-
fully carried out. It is sometimes argued that words do
change their meanings, albeit slowly. Thus, although 'A'

nay at one time have meant something different than 'B’',

because of the fact that 'All and only A's are B's' is an

7Ibid., p. 359.
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empirical truth and was used to effect the reduction, it
is sometimes said that 'A' now means the same as 'B'. It
is here that meaning-use considerations become relevant to
assessing this claim., If the original meaning and uses of
'A' have been entirely or almost entirely discarded, then
it might be properly claimed that 'A' is not even ambigu-~
ous, i.e. it no longer even means what it used to as well
as B--its present meaning. This, I suggest, is the explan-
ation of what has happened to the term ‘'atom' in the
history of science. When the early atomic theory was re-
duced to the present one, there may have been & time when
'atom' was empirically correlated with expressions using
only the terminology of the primary theory. This may have

come later to be considered a definition of 'atom', and

today it is fairly clear that ‘'atom' does not mean an in-
divisible particle, but a certain structure which minimally
determines the properties of a chemical element. (Of
course other meanings of 'atom' or 'atomic' can be stipu-~-
lated, e.g. an atomic sentence in the propositional calcu-
lus.)

It might on the other hand be the case that 'A’ is
still used to mean what it did in terme of the uses it had
in the secondary theory and yet sometimes be used as mean-
ing the same as 'B'. In this case some sort of decision

must be reached as to whether 'A' means the same as 'B! or



217
not, and it is by meaning-use considerations that such a
decision is reached. If the uses and meaning of 'A' in
the secondary theory are still important or are simpler or
more economical for certain contexts, then 'A' does not
mean the same as 'B', and uses which tend to call them
synonymous are to be avoided. On the other hand if the
meaning and uses of 'A' in the secondary theory are not
essential or important, then 'A' has its original meaning
and uses only by courtesy for the purposes of the history
of science. The historian should say something like
"Although 'A' now means 'B' it once meant 'C' and through
such and such a process it gradually came to have its
present meaning.”

I would suggest that 'temperature' illustrates the
former case. At the present it still has the meaning it
had in thermometry and classical thermodynamics despite
the reduction of classical thermodynamics to the kinetic
theory of gases by means of an empirical correspondence
between classical temperature and molecular energy. This
is so0 because concepts of mercury thermometers are still
essential to the man in the street despite being inapplic-
able to very high or very low temperatures. However, it
is conceivable given a greatdeal more scientific sophisti-
cation for everyone that 'temperature' will lose this

meaning and come to meazn only molecular energy. 'Temperature'
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might even in the far distant future drop out of the
language altogether, as 'phlogiston' has.

The point to be made here is that the meaning and
uses of a term "reduced"” by an empirical law must be con~
sidered whenever it is claimed that the term now “means”
something different than it did. There may be all sorts
of reasons for maintaining the original meaning and uses.
These may include things such as simplicity, economy, ease
of expression, as well as arguments showing that the
original uses are somehow "essential"” for the business of
living. If these are good reasons, then it seems we mus?
accept the fact that we have one subject matter and two
vocabularies for describing it and even that this may be
"egsentially™ so.

Finally there is the possibility that the linking
postulates between the primary and secondary theories are
simply a matter of stipulation. There is, of course, no
objection to such a procedure and it is often a useful one,
as long as it is made abundantly clear that the linkage is
a stipulation. Because of the possibility of misunder-
standing, words with clearly established meanings should
in general not be used as terms for which a definition is
stipulated. Furthermore this procedure is usually helpful
only when there is a clear-cut criterion for the appli-

cation of the terms in the definiens. It is seldom helpful
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to stipulate that the meaning of 'A' is the same as 'B'
where neither 'A' nor 'B' has any clear empirical appli-
cation. Moreover, if a stipulation is made, 'A' and 'B!
must have the same meaning and uses. We rule tﬁat such is
the case, and any evidence showing 'A' and 'B' not to have
the same meaning and uses is evidence to show either that
the linkage is not a stipulation or the fact that it is
merely a stipulation has not been clearly understood.

For example, 2 scientist may stipulate that by
‘material object' he means a certain fairly dense con-
glomeration of electrons, protons, and neutrons. This may
be a useful stipulation for him resulting in a certain ease
and clarity of expression in expounding certain physical
theories., Furthermore, there should be no problem in
understanding sentences uttered by the scientist and con-
taining ‘'material object' so long as this stipulation is
kept clearly in mind. However, if the scientist begins
saying such things as "Material objects are not solid,” or
"One cannot see material objects,” then difficulties may
arise. If it is clear from the context of these utterances
that the original stipulation is being used, then although
the utterances may sound strange, there is no logical
difficulty.

If, however, as is often the case, the context of

the utterances is such as to lead one to believe that the
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scientist is trying to make some sort of philosophical
claim concerning perception, for example, then it would be
entirely appropriaste to tell the scientist that he has
ignored his stipulation and the logical requirements of it.
For it is clear that he is using his stipulated definition
of 'material object' as a basis for claims concerning what
we ordinarily take material objects to be, and it is obvi-
oug that his stipulated definition of 'materisl object' is
not the same as the ordinary meaning of 'material object'.
This is easy to see, because we can see material objects
(ordinary meaning), whereas we cannot see electrons, pro-
tons, and neutrons.

The stipulation is a bad one precisely because it
leads so easily to such confusions. The scientist would
be on much firmer ground if he did not stipulate a defin-
ition of 'material object', but rather made the empirical
claim that material objects (ordinary meaning) are composed
of electrons, protons, and neutrons. But if he did this‘
and recognized his claim as a merely contingent one, he
would not be so apt to make such foolish statements. jThis
would be a case of two essential vocabularies with differ-
ent meanings and uses to describe the same subject matter

on different levels of discourse.

3, Application of the Criteria of Reduction to Psycho-
Togical Ieafﬁiqg Theory

In this section I want to try to aspply some of the
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linguistic criteria developed in the preceding section to
certain psychological learning theories which can be
characterized as "reductionist™ in one semnse or another.
Reductionist learning theories take many forms and it will
be impossible to examine the many varieties here. However,
they all seem to share one overriding feature despite the
varying interpretations of this feature. This feature 1is
the desire to "get rid of" mysterious talk of mental states
and processes in favor of good, solid, publicly observable,
empirical facts. It has long been a puzzlement to philoso-
phers, as well as others, just how certain "mentalistic”
concepts in our vocabulary function. The primary examples
of such concepts are 'thinke', 'believes', 'knows', 'in-
tends', 'desires', 'wants', 'is aware of', etc. Furthermore
these concepts seem distinctively "human" in the sense that
they, unlike physical predicates such as 'weighs', 'is
colored', 'occupies such and such a spatio-temporal loca-
tion', and 'moves through space in such and such ways',
seem to be applicable only to persons and sometimes to
animals in lesser degrees. (I ignore until Chapter VI the
asceription of these mentalistic predicates to machines.)
There can be no doubting the centrality to psychology and
philosophy of these mentalistic concepts, and yet they
have proved to be remarkably resistant to attempts to

explain them in any satisfactory way. The history of
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philosophy abounds with such abortive attempts.

Modern reductionist psychology, however, has noted
another feature of these mentalistic terms. This is that
these terms are somehow middlemen between things which
happen in the environment %o a person and what the person
subsequently does in the environment. Further, these
happenings and doings seem to be describable in good, old-
fashioned, publicly observable, empirical terms. Thus
since there seems to be no clear-cut acceptable explanation
of the role of the mentalistic middlemen, perhaps we can
simply cut them out of the picture and examine merely the
happenings and doings. Or to use a metaphor which has been
popular in psychology, these mysterious states and occur-
rences can, for the purposes of empirical psychology, be
put in a "black box" and ignored, attention being directed
to the inputs to the black box and the outputs from it.

It must be noted that this is not necessarily an ontologi-
cal claim that the black box is contentless, nor even a
claim as to the possibility of defining the contents of
the black box in terms of its inputs and outputs. It is
merely a methodological principle which might prove help-
ful in certain cases or certain investigations; and, if it
is not followed slavishly, no objection can be raised %o
it on the grounds I have been considering.

In fact, most present day behavioristic psycholo-

gists do not seem to misuse the "black box" principle.
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They treat it simply as a sort of useful methodological
prineciple and recognize its limitations. More and more,
present day behavioristic psychologists are even delving
into the black box itself, They seem to do this in two
ways, There is current in psychology a distinction between
"intervening variables” and "hypothetical constructs«"a
Very loosely both of these terms have to do with the black
box. The distinction between them is that intervening
variables seem to serve merely mathematical purposes link-
ing various laws into some sort of logically coherent
theory. On the other hand, hypothetical constructs seenm
to have a life of their own, i.e. their meaning is not
exhausted by pointing to their context of use in psycho-
logical laws and equations.

To take each in turn, I have no objection to inter-
vening variables as a methodological device. They are
probably extremely useful. However, if their use is
coupled with some sort of ontological statement claiming
that all the black box problems can be thought of in terms
of intervening variables, then I think that this approach
becomes much more like the kind of extreme reductionism
which I will discuss shortly. |

I also have no objection to the notion of hypo-
thetical constructs. This notion goes even farther and

begins describing the contents of the black box in terms

BSee, for exsmple, E.R. Hilgard, "Intervening Vari-
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far richer than their role as parameters in output-input
equations. I am quite sympathetic to such an approach.
Again, however, there is a danger. If the hypothetical
constructs come to be looked upon as somehow definable in
terms of or reducible to the input-output data, then this
approach also becomes very much like the extreme reduction-~
ism to which I shall now turn.

The extreme reductionists I am considering are not
content with the black box as a merely heuristic methodo-
logical principle. They seem to desire to reduce the
putative contents of the black box to a theory of inputs
and outputs whether these inputs and outpubts are defined
in terms of gross physical behavior or the microscopic
concepts of physiology and neurology or something in be-
tween. It is at this point that the remarks I made in
Chapter II concerning dispositions become extremely im-
portant., It will be recalled that I there claimed that
there are important differences between dispositional
statements and laws. However, I also claimed that it was
very easy to slide from dispositional statements into laws.
It is 8ll too easy to collect a number of instances of the
ascription of a disposition on the basis of certain be-~
havior and generalize away the essential reference to a
particular person. Furthermore, it is easy to slide into
believing that the laws underlying dispositional statements
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can be spelled out in the same form and with the same con-~
cepts as were used in the dispositional statement itself.
I suggest that it is precisely this sort of confusion
which underlies many of the more extreme reductionistic
attempts. If someone believes something, then he is dis-
posed to act in certain ways. By spelling out these vari-
ous actions in their appropriate circumstances and observ-
ing many people, it seems that we can eventually completely
eliminate the notion of belief altogether and talk simply
of certain kinds of publicly observable dbings. At least
so the story goes. It is obvious that my analyses are not
"reductive” in the sense under consideration, and it is
also apparent that reductionists might claim that as a
result, my analyses are useless. It is in clarifying such
a possible controversy that the criteria I have developed
come into play.

Although it is clear from the rest of his book
that Cronbach is no reductionist, he gives a "postulate”
linking learning with behavior which can easily be used
to illustrate the problem with which I am concerned. &o
let me suppose, with apologies to Mr. Cronbach, that the
following is to be taken as a linking postulate in a pro-
posed reduction of ordinary talk about learning to be-
havior theory. "More precisely, learning is shown by a
change in behavior as a result of experience.“9 I take

9Cron.bach, op. ecit., p. 71.
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it here that 'experience' is to cover the inputs to the
black box and 'behavior' the outputs.

I shall first suppose that the statement is to be
taken as a stipulation. What then is being stipulated?
It might be that 'experience' and 'behavior' are being
stipulated respectively to mean that which causes learning
and that which is shown by it. But then it would seem that
lacking any but the ordinary language meaning of 'learning'
or perhaps that given by my analyses, we have not at all
succeeded in "getting rid of" mentalistic talk. On the
contrary, we would by the stipulation have gotten rid of
empirical talk about behavior and experience in favor of
mentalistic talk about learning. It is far more likely
that 'learning' is stipulated to mean what 'experience'
and ‘'behavior' ordinarily mean. Now supposing that suit-
able clarificationsof 'experience' and 'behavior' can be
found which avoid mentalistic talk, there is nothing wrong
with such a stipulation. (It ie important to notice that
the unwanted mentalistic talk is very often implicit in a
precise characterization of ‘behavior' and 'experience!
when the stipulated comnection comes to be extended in
ways I shall discuss below. Of course, there is nothing
wrong with such implicit use of mentalistic concepts ex-
cept that it defeats the purpose of the reduction. In
what follows I shall assume unless otherwise noted that
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clarifications of 'behavior' and 'experience' do not con-
tain unwanted mentalistic terms.)

The mistake, if mistake there be, comes when such
a stipulation is extended with no further ado to cover
situations in which 'learning' has its ordinary meaning.
The problem is that the ordinary meaning of 'learning' has
intentional uses which by virtue of the stipulation and
the clarification of 'behavior' and 'experience' the stipu-
lated meaning of 'learning' does not possess. All I am
saying is that the legitimacy of such an extension must
be argued for, and such an argument would lead, it seems,
to one of the other kinds of linking postulate than the
stipulative one. Thus if it is proposed to extend the
above stipulated definition of ‘'learning' to cover ordin-
ary cases of learning, some sort of argument concerning
the equivalence of the ordinary uses of 'learning' with
the uses of 'behavior' and 'experience' must be produced.
All too many reductionist psychologists fail to recognize
this simple logical point and all too many anti-
reductionists are too hasty in asaﬁming that psychologists
are automatically attempting an unjustified extension when-
ever thgy make such a stipulation.

Let me now turn to the two other kinds of linking
postulates. Unfortunately, it is often impossible to
determine when a reductionist is putting forth his linking
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postulates as empirical hypotheses and when he is making
synonymy claims. In general, however, if the reductionist
seemns to take empirical evidence as Jjustification for the
linking assumption, then he means it to be an empirical
hypothesis. On the other hand if he argues from the mean-
ings of the word, he can be taken as asserting a synonymy
claim,

Let me suppose that the statement is to be inter-
preted as a synonymy claim. It seems then that the anti-
reductionist can quite plausibly argue that the proposed
identification of meaning fails because 'learning‘' has
intentional uses which the proposed definition lacks.

For example, contrast the following two descrip-
tions of a basketball situstion~--the first in terms of
learning and the second in terms of 'experience' and 'be-
havior':

(1) John deflected the pass because he had learned
to keep his hands up.

(ii) John has in the past been on a basketball
court. Occasionally the ball comes to his hands. Some-
times it leaves them. Sometimes the ball strikes John's
hands and sometimes it doesn't, even though it would have
struck his hands if they had been extended. Periodically,
sounds issue from the coach's mouth which sound like "John,
keep your hands up!" This time as the ball came flying



229
near John, his hands were extended and the ball bounced
off of them.
Of course (ii) is horribly inadequate and it may be

that in trying to characterize the coach's instructions I
have used mentalistic terms. If I have, then the account
would have to be expanded even more. But the difference
between (i) and (ii) is not just that (i) is so much more
efficient; it is that (i) refers to John as engaged in a

purposeful activity, deflecting a pass, intending to de-

flect the pass, and doing so as a result of his learning.
(i1) on the other hand might be describing a situation in
which s ball accidentally bounced off John's hands. It
says nothing about his learning or his intentions in making
use of what he has learned., In addition it is very hard to
see how (ii) could be used to describe John's intentions
without allowing the very mentalistic concepts the reduc-
tionist wishes to avoid, for it is in general the case that
mentalistic concepts are the ones which have the intentional
uses.,

Further the anti-reductionist may claim that we
often use 'learning' to refer to situations where there is
no observabie behavior change whatsoever. A student may
as a result of his experience of reading and studying a
proof in Euclidean geometry learn that the theorem is

proved in such and such a way. However, he may never be
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called upon to prove that theorem. But if learning means
a change of behavior, then we would have to say the student
has not learned the proof; which may be patently false since
he could have produced it if asked. It seems at the very
least that the clarification of 'behavior' must take account
of counterfactual exercises of learning which never actu-
ally result in any behavior change. Moreover, it will do
no good for the reductionist to shift from grossly observ-
able behavior to 'behavior' which is somehow described in
neuro-physiological terms, It is patently false that
'learning' could mean that sort of behavior, for Euclid
learned the proof, and understood what 'learning' meant
although he was almost certainly totally unaware of neuro-
physiology. If the postulate is indeed a meaning claim,
then the reductionist cannot ignore such arguments whether
meaning is identical with use or only strongly connected
with i+,

There seem to be two possibilities open to the re-
ductionist. He may claim that the "intentional"™ use of
learning is not central to its meaning. But this requires
an argument which is almost never found in psychological
writings, probably because the claim is so obviously false.
On the other hand if meaning is not identical with use, he
may accept the fact that the intentional use is central to

learning, and further accept the refutation of the
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particular reduction he has proposed while maintaining that

some other definition might be acceptable. Furthermore the
fact that any acceptable definition of 'learning' must also
have intentional uses may help guide his search for a new
definition. For example, he might try to formulate the
definition in terms of 'doing', 'saying', and 'perceiving'.
These terms do have intentional uses and it is perhaps not
immedlately spparent that they involve mentalistic concepts,
although plausible arguments have been advanced by anti-
reductionists that they implicitly do make use of mental-
istic concepts. The controversy would then move to the
definitions and uses of these terms--the reductionist
claiming no mentalistic concepts are involved and the
anti-reductionist claiming that they are. What I am point-
ing out here is that the anti-reductionist cannot in
general claim his arguments to be conclusive against any
form of a proposed reduction although they may conclusively
refute particular examples of it.

As far as I can tell there is no successful reduc-
tion of learning to behavior theory at present of the
type which claims the linking postulates are true in virtue
of the meanings of the words involved. Furthermore the
anti-reductionlist arguments are of such a nature that it
is extremely difficult to see any reasonable way in which
the reductionist might turn. However, lacking a G8del
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'thsorem for learning theory, it seems just barely logically
possible that the reductionist might be able to yet come
up with an acceptable definition of 'learning' which does
not make use of terms he is unwilling to accept.

By far the most plsusible thing for the reduction-
-ist to do, however, is to take the quotation as the begin-
ning of an empirical hypothesis linking learning with ex-
perience and behavior. It might be objected at this point
that the reductionist need not link learning with behavior
and'experienne at all. Rather, following the heuristic
principle of ignoring the black box altogether, he might
simply seek laws connecting experience (input) to behavior
(output). First, most present day behaviorists with a few
notable exceptions do not believe that this can be done.
They make free use in their theories of "intervening
variables" or "hypothetical'constructa" to connect the
variables of stimulation (experience) with the variables
of response (behavior). Of course they claim these inter-
vening variables are unobsrvable, but they do feel 8 need
for them.

Part of the reason for this use of intervening
variables is that hypotheses using only experience and be-
havior are simply not in genersl confirmed except in ex-
tremely trivial cases. The most that such psychologists

seem now to hope for are probabilistic laws connecting
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stimuli and responses. But this raises another problem.
Granted that statistical correlations can be made between
certain experiences and behaviors, the question remains
with these correlations whether they are really laws
which enable the psychologist to explain and prediet or
whether they are merely generalizations which are not law-
like such as "Most of the coins in my pocket now are
silver. "1

The reason this question arises is that it seems
prims fécie plausible to argue that these generalizations
are not lawlike because people can decide to act in any
way they wish. That is, there seems to be & break in the
chain of causes. The chain may lead perhaps from experi-
ence to helief and emotion, and from decision to action
(behavior), but not from belief and emotion to decision.
We seem to be able to choose to do what we want. Further-
more the fact that people are able to falsify such statis-~
tical generalizationsif they know them and decide to act
contrary to them seems to support the claim that the
generalizations are not lawlike.

I cannot enter here on a detailed discussion of
the problems of free will and determinism; it is sufficient
for my purposes that the claim that statistical general-

izations connecting experience with behavior are not

10Goodman, op. cit.
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lawlike is universally rejected by reductionist psycholo-
gists of the kind I am considering, and, I believe, rightly
s0. But how do they do this? There seem to be two not un-
connected ways. First, they sometimes claim that the gen-
eralizations are lawlike if the subjects do not know the
generalizations and do not intend to falgify them, and are
sincere in one way or another in their responses. But
such an assumption quite obviously makes use of some of the
contents of the black box, and thus the claim that the
statistical correlations are lawlike rests in the end on
considerations of what is in the black box. To argue that
the connections between experience and behavior are lawlike
is not to ignore the black box, but to make essential use
of it.

Nevertheless, the more deterministic psychologists
still claim to be able to do away with the mysterious
mentalistic predicates even though they admit that the
contents of the black box must be considered if they are
to justify the claim that the statistical generalizations
connecting experience and behavior are indeed 1awlike.

The most plausible way that they do this is by claiming
that as a matter of empirical fact, 'learning' something
is to be identified with certain brain processes, usually
described in neuro-physiological terms. This sort of

supposition together with some form of determinism provides
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the guarantee that the statistical generalizations are law-
like while enabling the psychologists to use mentalistic
terms as intervening variables without specifying further
Just how these are eventually to be gotten rid of. That is
the Job of the neuro-physiologist. In any case there is
no ignoring the contents of the black box; rather the
psychologist claims that the mentalistic terms used to
deseribe the contents can be gotten rid of by empirical
laws connecting them to brain states and processes.

I have now reached what seems to me to be the most
plausible reductionistic position concerning learning.
What this position states is that 'learning' can be iden-
tified by the usual criteria we have always used--change
of behavior as a result of experience--where ‘'behavior!’
and 'experience' can now include mentalistic terms in their
clarifications. 'Behavior' also includes most importantly
verbal reports of the contents of consciousness. There is
no "reduction” here, that comes later; rather behavior and
experience are the bases on which we ascribe mental predi-
cates to people. Furthermore, it is clear that these
- eriteria for the ascription of mental predicates are
independent of the criteria for determining the brain
states of any person. Empirical hypotheses can now be
put forward linking the existence of the mental states

described by the mental predicates to certain brain states
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and these can be tested empirically.

Buppose, for example, that a certain brain state
is linked by hypothesis with having learned the multipli-
cation tables (by rote or with understanding). Suppose
we then observe this brain state and ask the person to
recite the tables or perform other tasks which we would
take to be indications of his having learned them and he
cannot do these tasks. Then it seems clear that this is
a pilece of disconfirming evidence for the hypothesis. A
different hypothesis might be confirmed. What seems
impossible is that any a priori argument could show that

we never could get any laws of this form, for the laws are
empirical ones.

But suppose that such laws were established, and
suppose further that other requirements for a successful
reduction such as theoretical simplicity, predictive power,
and explanatory force are also satisfied. There seems to
be no reason for anyone to deny that mentalistic concepts
had been reduced to neuro-physiology. On the other hand
it is not at all clear that the reduction will have gotten
rid of a way of talking. Of course, very likely the neuro-
physiological correlates of the mentalistic concepts will
be extremely complex and we may have to retain the old way
of talking for simplicity in communication. Butthis may
not be the only reason for retaining the old ways of
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talking. The situation may be analogous to that of the
reduction of 'temperature' to molecular energy and not to
that of the reduction of 'phlogiston' to classicel thermo-
dynamics. It may be possible to argue that talk in terms
of "purposes,” "beliefs," "intentions," "desires," "knowl-
edge," "learning," is so basic to our way of looking at
the world that we could not make sense of doing away with
this way of talking even though the reduction has been
successful. Such an argument, if sound, would have to
show the extreme interconnectedness of this mentalistic
vocabulary with our total conceptual scheme and would have
to show that because of the "essential” uses of this
vocabulary (essential to what we cen now imagine) we would
have but one subject matter but two essential vocabularies
for describing it. At the very least when such a wonderful
time arrives, if it ever does, the reductionist will not
be able to rest on his laurels, impressive as they are.
He will hafe to argue in terms of meaning and use for our
mentalistic vocabulary's going the way of 'phlogiston’.
And his opponent will have to argue in the same terms for
keeping it on a par with 'temperature' despite successful
reductions in all these cases.

At the very least I think I have shown in this
chapter that the analyses I have given in terms of mental-

istic concepts cannot, in the present state of the art,
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nor even in the foreseeable future, be objected to on the
grounds that they are not behavioristically reductionistic.
I leave the question of any future reduction open, although
I deny any present one is successful., ‘'Learning' is s
"that which." It is that which is caused by paying atten-
tion to certain experiences in certain ways and that which
enables us to plan and act in coping with the world. What-
ever it may ultimately be, it is now not only legitimate,

but useful, to analyze it in mentalistic terms.



CHAPTER V

AN EXAMINATION OF SELECTED EXPERIMENTS IN
PSYCHOLOGICAL: LEARNING THEORY

In this chapter I want to take a look at several
experiments in psychological learning theory to see just
how my analyses can help in understanding them, if at all.
I hope to indicate some ways in which my analyses may be
related to empirical work in psychology. This, I believe,
will show that the sort of conceptual analysis with which
I have been concerned is an aid to empirical work in
learning theory; for if my analyses are to be anything
more than mere verbal exercises, they must be anchored,
at some point, to the empirical findings of learning

theory.

1. A Simple Rote Learning Experiment

The first point which strikes one upon even a
cursory glance at the experimental literature is that
psychologists seem to identify rote learning with associ-
ationist psychology and principles. Something is rote
learned if and only if it can be satisfactorily explained
in terms of the principles of association between stimu-~

lus and response. Now without going into a detailed

239
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history of associationist psychology, it seems evident
enough that there is still some controversy over whether

any principles of association can explain an intentional

act of even a simple kind.

To take a familiar example, it is not immediately
clear that Pavlov's dogs intend to salivate when they hear
the bell or whether this "conditioned response® is the
result of an association which would occur whether or not
the dog intended to salivate or even if he intended not
to salivate. Furthermore, this question of intention is
not, I think, totally subsumable under the general question
of whether to ascribe any mental attributes to animals at
all. Rather, I believe, the same question could be asked
of a8 human being. A human subject is conditioned to make
a certain response upon the presentation of a certain
stimulus. The question is whether the principles of
associationist psychology can explain the subject's intend-
ing to make the response, or whether they can only explain
the response disregarding the subject's intentions, and

especially disregarding the possibility that he may intend
not to make the respomnse.

This question is, of course, crucial for me, since
I have throughout been giving my analyses of learning in
terms of acquisitions by the learner which he (the learner)

can do with what he wills. In fact the element of
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intention to perform what has been learned was what dis-
tinguished rots learning from mere conditioning (Chapters
I and II). If the principles of associationist psychology
can take care of this element of intention, then they very
likely are sbtudying rote learning. If they cannot, then
they are studying a form of conditioned behavior which may
share certain elements with rote learning, but which cannot
be called "learning” except by stipulation, and the dangers
of this have been discussed in detail in the last chapter.

Of course, I make no claims as to how "intention”
must be taken care of by psychology. I make no anti-
reductionist claims here. It simply seems to me that I
have analyzed a very important concept which I believe
with some Jjustification can be called rote learning and
that this concept differs from mere conditioning in that
what has been learmned is in & real sense at the subject's
disposal, as opposed to conditioning, where what has been
acquired cannot in general be performed at will. "Inten-
tion" is a "that which"™ which, of course, requires em-
pirical specification, but which nevertheless can be used
in a conceptual analysis to mark the logical differences
between concepts. |

The second striking point about psychological
experiments with rote learning is the great dedal of prior

and even concomitant learning with understanding that the
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experimenters assume. There must have been an enormous
amount of 'learning that' and 'learning how' for the sub-
Ject even to understand the usual verbal instructions
given him in the experiment. Furthermore, it seems he
almost invariably learns with understanding that the ex-
perimenter wants him to do, or try to do, such and such
things. Even in the cases where the experimenter uses
some sort of "deception" to hide just what the experimental
purpose is, the subject learns with understanding that his
task is such and such, even if certain other things which
he believes he has learned that the experimenter wants are
not actually so. And in these cases he most probably has
learned with understanding in the derivative sense that
the experimenter wants to test such and such a thing., And
if he has an honest experimenter, he probably later learns
with full understanding what the real purpose of the ex~-
periment was. -

But even if these features are ignored, it is not
altogether clear that typical "rote learning" experiments
are really testing only rote learning and not some minimal
form of learning with understanding as well. Let me now
turn to a very simple and well accepted experiment which

illustrates some of the remarks I have been making.l The

lJohn A, HMcGeoch, "The Influence of Associlative
Value upon the Difficulty of Nonsense-Syllable Lists,"
Journal of Genetic Psychology, Vol. 37 (1930), 421-426.
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experimental procedure was quite simple. Two 10-syllable
lists were constructed from ecach of six groups of syllables
which had varying associative values determined by another
method. Thirty-six college sophomores were given the lists
to learn in varying orders and under varying time condi-
tions. Each list was presented as a whole and learning
was tested by immediate recall. The results show a defi-
nite, although not wholly uniform, tendency for more
syllables to be learned as the associative value increases.
Furthermore, lists of three letter words were learned most
easily of all with almost perfect scores being recorded.

To begin with, this experiment is almost surely
testing responses which are under the intentional control
of the subject. When he is asked to recite a list, he
almost surely does so intentionally an&, furthermore, it
seems clear that he could frustrate the experiment by
simply deciding to answer incorrectly or not at all. The
sort of experimental evidence which would show that this
was only a conditioned response and not something which
the subject learned might be something like the following.
The subjeet is taught to give the response upon the presen-
tation of a certain cue and then told not to give the re-
sponse upon the next presentation of the cue. If he con-
sistently does give the response anyway, and the experi-
menter is justified in believing that the subject did not
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intend to give it, me might conclude that the subject had
been conditioned.

It is interesting to note that here conditioning
seems to be something more than mere rote learning, since
ordinarily we would not expect such a conditioned response
in human subjects without a great deal more and intensive
conditioning than rote learning would seem to require.
However, this does ndt affect the logical analyses of rote
learning as being connected with the intentional exercise
of what has been learned. It may indeed be necessary in
such a8 situation to go through a great deal more condition-
ing to eliminate the operative intention of the subject,
but this empirical requirement is immaterial to the logic
of the concepts involved.

On the other hand, it is not necessary to go
through rote learning before reaching conditioned responses.
It has been shown that subjects involved in lengthy free
assoclation tests can be conditioned by nods of the ex-
perimenter's head to give many more plurals than would be
expected by chance alone. Surely the subjects have not
learned to do this even by rote, but nevertheless they
have been conditioned to it. Of course, if they are told
about this conditioning, they may intentionally eliminate
the plurals, thus showing the intentional factor which is

present in learning and absent in conditioning.
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The major result of the experiment--the greater
ease of memdrization of words and word-like syllables—-
can very probably be explained on associationist prin-
ciples. Obviously there is a greater association value
with words which have already been learned in othe™ con-
texts than with nonsense syllables. Metaphorically, the
memory traces for the words are already there and can be
utilized more easily. However, there is probably another
operative factor in the greater relative ease with which |
words as opposed to nonsensé syllables are learned. In
order to see this factor, let me examine a hypothetical
subject who has learned one of the lists.

Suppose a subject has learned a list composed of
nonsense syllables of low associative value., How are we
to describe this in terms of my analyses? Has he learned
by rote to recite the list? Has he learned that the list
is composed of a, b, ¢, . . .7 Has he learned the latter
with understanding? There seems little reason to deny
that the subject has learned the list by rote. He has
been in a series of trials which caused the probability
to be near one that he would recite the list if he were

now asked for it. TFurthermore the subject's performance

might also be rote. (Recall the distinction in Chapter 3,

Section 1, between learning by rote and performing by

rote.)
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On the other hand the subject might very well also
have learned that the list is composed of a, b, ¢, « . + .
In fact it seems very unlikely in any verbal rote learning
task such as this that ‘'learning that' does not also take
place. The logical distinction between the two (if the
'learning that' is not 'learning with understanding that')
would seem to be that belief is a necessary condition of
'learning that' but not of 'learning by rote to'. In the
particular experiment Just described the very procedure
would make it highly unlikely that belief would not also
occur. However, it seems Just barely possible to dis-
tinguish empirically the two situations even here. The
crucial thing would be to determine a situation in which
the subject could recite the list and yet give evidence
of not believing that the list is composed of 2, b, ¢, . . .
This might possibly occur if the subject could recite the
list given the instructions "Recite list 3," but could not
do it if the instructions were varied to any extent or if
he were asked for the list at an unexpected time (assuming
he had not forgotten). This would indicate a rote learn-
ing, but not a 'learning that', because belief that the
list is composed of a, b, ¢, . . . would tend to be of
wider applicability than an ability to recite the list in
a narrow situation. Thus the subject's failures in wider

situations might show that although he had rote learned
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the list, he had not learned that the list was composed of
a, by ey, « « «. «+ Note that varying the instructions, e.g
"What do you believe is in list 37", can easily cause the
subject to have the very belief in question. Thus this is
a highly problematic situation at best.

However, if one moves from the verbal tasks which
are so closely associated with belief to nonverbal tasks,
the empirical distinction between 'rote learning' and
'learning that' is much clearer. Consider the case of a
father teaching his son how to tie his four~in-hand.
Buppose the father has learned by rote to tie a four-in-
hand. Further he now does it by rote. He also probably
learned that such and such was the appropriate way to tie
it, but suppose he has by now forgotten this. The usual
situation is that the father starts trying to tell his son
how to tie the knot, finds he cannot do it, cannot even
imagine how he does it, and must finally simply tie his
own tie paying attention to what he is doing and by so
doing, again learn that such and such is the correct pro-
cedure, even if he still cannot state the procedure very
well. This seems to me a clear-cut case of someone having
learned by rote to tie a four-in-hand, but not believing
that such and such is the way to do it. He hags learned it
by rote and at best must relearn that such and such is the

correct way to do it.
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But now having admitted that 'rote learning' and
'learning that' almost invariably go hand in hand in verbal
learning situations, let me ask if the subject might also

have learned with understanding that the list is composed

of a, b, ¢y, « « « « I think that he very well might have.
For the difference between 'learning that', and ‘learning
with understanding that' was seen to consist in the truth
and justification of the latter as opposed to the former.
Clearly the truth condition could be easily satisfied, and
I claim that the subject could also have good reasons for
believing that the list is composed of a, b, ¢, « « «
These reasons could include reinforcements from the experi-~
menter, chances to check his recitation against the list,
and even memory of a great number of past successes. Sur-
prising as it may be, it is quite likely that a number of
subjects in this rote learning experiment also learned with
understanding, although as I shall show, the "understanding"
is of a very minimal kind.

I think these considerations show two very important
things. First, rote learning and learning with understand-
ing are very closely connected. Not only must some things
be rote learned in order to understand others, e.g. perhaps
the multiplication tables to understand arithmetic, but
mere rote tasks are very often accompanied by at least some

learning with understanding. This last brings me to the
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second important point. What is oftem thought of as a
difference between rote learning and learning with under-
standing turns out to be rather a difference in the kind
and scope of understanding involved.

To illustrate rather trivially this last point and
also to round out the explanation of why the word lists
are easier to memorize than the nonsense-syllable lists,
let me again examine a hypothetical subject who has memor-
ized both a word list and a nonsense-syllable list.
Further suppose that he has learned that the lists are
composed of a, b, ¢y, » «» +» « To begin with, the empirical
tests for distinguishing mere 'learning that' from 'learn-
ing with understanding that' would depend on the presence
of good reasons for believing that one has the list right
in the understanding case and the absence of these reasons
in the other case. Thus if the experimenter withholds
reinforcement and after the response does not allow the
subject to check his results, and further is convinced
that the subject does not otherwise have good reason to
believe that he has the list right, then we might say that
the subject has learned that the lists are composed of
a, b, ¢, » « . but refuse to say that he has learned with
understanding that the lists are composed of a, b, ¢, « - « .

On the other hand, if there is opportunity for re-
inforcement and the subject says something like, "Oh, I
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know this is right; I remember its being right before and
I've checked it rather recently” in response to the experi-
menter's question, "What makes you think you've got the
list right?"”, then I think we could justifiably say that
the subject has learned with understanding that the list
is composed of a, b, €, + « « &

Another very important point is to be found in even
this simple experiment. This is the role which reinforce-
ment and opportunities to check the correctness of a re-
sponse play in understanding. If my analyses are correct,
and understanding is to be analyzed in terms of a person's
reasons, then it is obvious that something very like re-
inforcement must be operative for the person to come to
have these reasons. This point, along with the previous
two, will be apparent time and agsin in what follows.

But to return to my subject who has learned with
understanding both a word list and a nonsense-syllable list,
it is clear that his reasons in the nonsense-syllable case
are limited to the types which I have mentioned. On the
other hand in the word list his reasons might also include
such things as "The reason I know it's right is that I
made up a little story which I remember very well and
which contains the words in key positions,” or "I know it's
right because the first three words are connected with what

I had for breakfast and the last seven with qualities in
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people that I dislike." Clearly these sorts of reasons
would be unavailable in the case of the nonsense-syllable
list unless the syllables were very much like words. And
sure enough, such lists fall in between total nonsense
lists and word lists.

Let me repeat, I am not suggesting that the results
of the experiment cannot be explained by associationist
principles, nor even that the "understanding"” involved
here is of a very complex nature or differs very much from
the word list to the nonsense list. I am simply trying to
emphasize three important points which will be further
examined in the following sections. First, pure rote
learning seldom occurs without some learning with under-
standing. Second, apparent differences between rote learn-
ing and learning with understanding are really differences
in the kind or scope of the understanding involved. And
third, something very like reinforcement must occur if
understanding is to occur on any level of sophistication.
Moreover, all of these points are obviously related to my
earlier discussion of learning a skill or discipline as
opposed to learning more particularized things. It is the
latter to which my analyses apply, and 1t seems to be the
former which are being talked about by psychologists. In
this section, as before, these larger units inherit their

title to Dbe called, e.g. rote, from the nature of the more
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important or striking sub-parts.

2. Some Concept Formation Experiments by Bruner

In this section I want to look at some of the ex-
periments described by Bruner in his book, A Study of
Thinkigg.a In these experiments Bruner and his assoclates
were primarily concerned with studying the various strate-
glies used by subjects in attaining artificial concepts,
comparing these strategies with certain logically "ideal”™
strategies, and noticing the results of varying certain
features of presentation, cognitive strain, and difficulty,
on the strategy adopted and the success obtained. I shall
not be concerned with most of these details but rather
with the overall experimental setup and certain of Bruner's
general conclusions.

Very roughly most of the experiments were conducted
with a group of cards upon which were imprinted various
numbers and kinds of abstract figures in different colors
and with different numbers of borders. In most of the
experiments there were four attributes, each of which could
vary in three different ways. These were as follows:

1. Shape of figure: ec¢irecle, cross, square.
2. Color of figure: green, red, black.

%3, Number of figures (all of same kind): one, two, three.

2J. S. Bruner, J. J. Goodnow, and G. A. Austin, A
Studg_g; Thinking (New York: John Wiley & Sons, Inc.,



253

4, Number of borders: one, two, three.
The experimenter then chose a concept, e.g. "all red fig-
ures,”" or "yellow circles with one border,” which the
subject had to try to figure out. Usually the expefiment
began with the experimenter showing a card which exempli-
fied either a positive or negative instance of the concept
and telling the subject which it was (positive or negative).
The subject then looked at other cards in various ways.
Sometimes the subject chose them, sometimes they were pre-
sented randomly. Sometimes the subject had the whole array
of cards before him in systematic order, sometimes not.
Sometimes the subject could see as many cards as he wished,
sometimes there was a limit on the number of cards he could
exsmine and sometimes a time limit. In almost all cases
the experimenter would indicate for each card in the se~
quence tested whether it was positive or negative and the
subjects were always aware of the purposes of the experi-
ment. There was no "deception." The subjects were always
told they were to find the concept which the experimenter
had in mind and in the case of "disjunctive"” concepts, e.g.
"green figures or three borders," they were also told that
the concept was disjunctive end this notion was explained
to them. In the other cases they were told that the con-
cepts for which they were looking were of the usual "con-

junctive” variety. The tests were performed almost



254
invariably on Harvard undergraduates.3
Two points stand out immediately in this description
of the experimental procedure. First, the "concepts"
learned in this experiment were highly artifical ones and
bore little resemblance to the concepts of ordinary life.
Although Bruner's notion of a concept as a well-defined
class of objects may be formally equivalent to the denot-
ation of ordinary predicates, the psychological differences
seem a priori to be eﬁormous. Surely some argument is
needed to connect Bruner's concept formation with ordinary
concept formation. Furthermore most ordinary concepts are
tremendously vague and not at all as well-defined as the
artifical concepts which Bruner used. For example, a car
elearly is a "vehicle,” but what of a child's wagon or
tricycle or roller skates? Are these latter objects
vehicles for some purposes and not for others, e.g. traffic
laws? What about "defeasible" doncepts, i.e. concepts
which do not pick out a class but give chéracteristics for
exclusion? What is the role played in our conceptual
scheme by the vaguenesses and ambiguities of ordinary con-
cepts? To what extent is the learning of these vague con-
cepts different from learning precise, simple, artificial
concepts? These and a host of other questions need to be
answered before Bruner's work can be taken to be more than

a mere beginning in the direction of understanding concep?t

5The notions of "hypothesis testing" and "strategy"
employed by Bruner in these experiments have been shown to
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formation.

The second point is closely related with the first.
Despite the artificiality of Bruner's concepts, 1t is clear
that they make use of already quite familiar notions. Even
the explanations given to the subjects of what the experi-
menter took a concept to be ﬁust have been readily grasped
by the particular subjects. They already knew in a rough
way what & "concept" was, and the explanations simply
served to delimit these ideas for the purposes of the ex-
perimental study. What would Bruner have done had he had
to teach his subjects ab initio what a "concept“ was? What
would have happened had the relevant attributes not been
pointed out for the subjects or not been so apparent from
the highly formal and abstract nature of the concepts to
be learned?

The answer to this last question has been shown to
be that the subjects would have had much, much more, diffi-
cult;sr."')r None of these remarks are to be taken as criti-

cisms of Bruner's work. Rather they serve to point out

be formally isomorphic to stimulus sampling theory. See

P. Suppes, and R. C. Atkinson, Markov Learning lModels for
Multiperson Interactions (Stanford: sStanford University

Press, 1960), P. 50.

: 4g.F. Osler and G. E. Trautman, "Concept Attainment:
II. Effect of Stimulus Complexity upon Concept Attainment
at Two Levels of Intelligence,” Journal of Experimental
Psychology, 62 (1961), 9-13. This experiment showed high
Intelligence subjects much more bothered in attalning the
concept 'two' when the cards contained two pictures of
natural objects than when they contained two abstract fig-
ures such as dots. Also see the following.




256
the dangers of extending his results to ordinary concept
formatibn without answering some of these questions.

Let me now turn to a hypothetical subject who has
been shown a positive card exemplifying a conjunctive con-
cept and who has the time he wants and can choose any card
he wants from a systematic array. One of the strategies
commonly used by such subjects is what Bruner calls "con-
servative focussing." The subject uses the first card as
a focus and systematically varies one attribute at a time
in his subsequent choices. If he varies the number of
figures and gets a positive response, he knows number is
not relevant. If he varies color and gets a negative
response, he knows the original "focus"™ color is relevant.
And so he might proceed to establish the concept with minor
excursions to check memory lapses or reconfirm some al-
ready obtained information.

Now omitting all the "incidental"” learning which
most of the subjectsundoubtedly obtained, e.g. the purpose
of the experiment, the nature of the cards, etc., I want
to ask what sort of learning occurred in the main features
of the experiment? To begin with it seems highly likely
that in each case where a concept was finally attained the
subject learned with understanding that the concept was
such and such-—and quite probably promptly forgot it. The

"understanding®™ in such artificial cases as the one Bruner
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considers is probably limited to such reasons as are
peculiar only to the experiment. The subject learns with
understanding that the concept is red circles. He believes
it truly and his reasons are that the concept he is looking
for is of this general type and the experimenter has told
him that he has succeeded. Furthermore he is Jjustified in
believing the experimenter is truthful. He has learned
with understanding that the concept is red circles. But
surely this kind of understanding is not a very powerful
one. It does not seem to be the one we are after when we
say that someone understands something.

On the other hand the subject may have learned
with understanding that the concept is red circles for
entirely different reasons. This time he also believes
it truly, but this time he knows the concept is red
circles because he knows he has logically eliminated all
the competing hypotheses by his strategy of conservative
focussing. He knowsthat by varying one attribute at a
time he can determine whether the attribute is relevant
to the concept or not. For if he varies it, and the next
instance is negative, he knows that the attribute was
relevant. PFurther, he knows that the one change he made
nust be the one which changed the positive instance to a
negative one. If an attribute is varied and the lnstance

is positive, he knows that that attribute could not be
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relevant, for the instance must still have all the rele-
vant attributes to be positive. None of the relevant ones
have been changed. This is the sort of understanding that
one is intuitively after. It involves reasons which are
much more powerful. The subject can use his developed
strategy to solve similar problems whether there are
truthful experimenters around or no%, just as long as he
can tell whether his instances are positive or negative.
This requirement is one way in which he can come to have
reasons.

But what about the learning of these strategies?
Is understanding of them guaranteed simply by the nature
of the experiment being one of concept formation? Is
concept formation equivalent to "understanding™ in some
way? It seems to me that the answer to these last ques-
tions is clearly "Nol!" It seems obvious that one could
"attain concepts” in this way without understanding what
is going on at all. Let me try to show this by applying
my learning anslyses to the conservative focussing
strategy.

The subject might use a conservative focussing
strategy and become very successful at it. But I suggest
that this might be due simply to his having learned by
rote to vary one attribute at a time until the experi-

menter says he has gect the concept. He may have learned
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with understanding that the concept is such and such, but
he has not learned with understanding that conservative
focussing is a way to attain such concepts. The empirical
tests to show this might include the subject's inability
to state the strategy he uses or why it works and his in-
ability to use it in similar situations without the arti-
ficial cards and the experimenter telling him when he is
right.

Again the subject may have learned that varying
one attribute at a time leads to the correct solution, but
not understand this except for the reasons that it has
worked in the pést. This could be shown by the subject
who could correctly state the strategy and use it in other
quite similar situations but not be able to tell why it
works or use it in situations where there is no one to
tell him when the concept has finally been attained.

Finally the subject may have learned with "real”
understanding that conservative focussing works. This
subject could not only state the strategy and use it in
widely varying situations, he would also know when he had
eliminated all competing hypotheses and had the right one.
He would no longer need the experimenter to tell hium when
he had the concept. The reasons connected with his under-
standing would be logically conclusive and he would know
that they were.
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It seems that all the subjects who used such a
strategy would have learned how to attain the concepts, but
the 'learnings that' connected with their common learning
to use the strategy would be quite different. The first
might have only learned that he always got the right answer
by doing what he did, whatever that was. The second might
have learned that he got the right ancwer by varying one
attribute at a time. The third might have learned that he
got the right answer by varying one attribute at a time
because this would logically eliminate all the competing
possibilities in the way I have sketched. All may have
learned something with understanding, but the kind of
understanding in each case would be vastly different.

Now it seems that the "interesting"” or "good" kind
of understanding is empirically shown by transfer. This
kind of understanding is shown by the ability to state
the strategy, to use it in other similar situations, and
to be able to know the right answer without having to be
told it. Transfer is indeed an empirical sign of under-
standing, but it is important to notice that it is so
through the reasons which the subject has for his beliefs,
in the way ny analyses have indicated. The "best" kinds
of reasons are those which pertain to the general relevant
features of the task and only those features. These
reagons would then be seen to be of the widest applicability.
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The "worst" reasons are those which are limited to the
specific task in question and would therefore have a very
limited range of applicability. The trouble with the
usual psychological use of transfer as a measure of under-
standing is that it is often far too narrowly concelved,
e.g. the time savings in learning one task before another
as opposed to learning each ab initio. Transfer is an
empirical mark of understanding, but it must not be for-
getten that it is so in virtue of its comnnection to the
kinds of reasons involved in the understanding and these
reasons can be manifested in a very great variety of ways.

Before leaving Bruner's series of experiments it
will be instructive to consider the one time when he used
more "concrete" cards. In this case the cards consisted
of two figures, an adult asnd a child. Each figure could
vary two ways in each of three attributes. Thus each
figure could be of either sex, could be dressed in night
or day clothes, and could be either holding out its hands
to give a gift (adult) or receive one (child), or would
be frowning with hands clasped behind his back (adult)
or looking down with hands clasped behind his back (child).
Clearly each card is evocative of a little story. For
example a fully dressed woman frowning at a downcast boy
with night clothes could be considered in terms of & mother

berating her child for not getting up and getting dressed.
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However, the concept formation tasks were still of the
bhighly artificial type. They night be, for example, "all
women giving," or "all children in night dress with a nman."
In other words the "stories" made no difference to.the
concepts being sought. Furthermore, the subjects were
carefully informed of the type of concepts which were be-
ing sought.

As might be expected, however, the stories were
used by the subjects in guiding their selection of cards
to be tested. Certain attributes were changed much more
often than chance would indicate. Others were changed
less. The main conclusion reached by Bruner is probably
correct: Meaningful material where the meaning is irrele-
vant to the concept being sought often intérferes with
correct solution. He also gives examples of this from the
history of science where the French astronomer Lalande
failed to discover Neptune despite making observations
which might have led him to it. In accordance with the
astrononmy of his time he preferred the hypothesis that
he had made an error in his observations rather than
poétulate @ new planet. Bruner also mentions the failure
of Curie and Savitch to discover atomic fisgion despite
performing experiments which led others to do so later.
All of this is clear enough. Interpreting situations in

a familiar way when an unfamiliar way would be more



263
appropriate will often lead to erroneous or at least
biased results.
However, Bruner sums up the experiment as follows:
To attain concepts with materials that are mean-
ingful and amenable to familiar forms of grouping
leads %o several difficulties. In the first place,
the problem-solver is likely to fall back upon
reasonable and familiar hypotheses about the
possible groupings. In so doing, he may be led
into a form of successive scanning: the strategy
par excellence for going through a list of hy-
potheses. In the second place, the thematic ma-
terial will, more readily than abstract material,
lead certain attributes to have nonrational cri-
teriality; the subject will "hang on" to these
and will formulate hypotheses around them.5
Now although in this particular experiment some of the
attributes did have "nonrational criteriality” since the
subjects were told in effect that the "meaning" of the
cards had nothing to do with the concepts being sought,
it is far from evident that this would be so for less
artificial learning tasks. What happened essentially in
Bruner's experiment was that the subjects used "meaning-
ful" attributes to construct hypotheses to test and were
probably being "rational” in doing so since such attributes
had very likely proved highly relevant in past ordinary
learning tasks., Their behavior can be called non-rational
only because they were implicitly given instructions in
this case that the "meaningfulness" of the attributes was

irrelevant, i.e. they were told that the concepts for which

2Bruner, op. cit., p. 11l.
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they were looking were in a sense artificial--just like
the concepts in the prior experiments. Thus they had
acquired, let me suppose, two opposing bits of learning:
First, their long-time acquaintance with the relative im-
portance of meaningful attributes, and second, their im-
plicit instructions to disregard this in the present case.
Is it any wonder that the more firmly established learning
won out?

It seems that Bruner is here overlooking a very
important distinction. It seems one must separate ordinary
tasks of learning fairly well-accepted concepts from the
tasks facing the problem-solver on the frontiers of knowl-
edge. In the former case it would seem that far from being
non-rational, a person who starts from the context of what
is meaningful to him in a situation is not only being
rational, but also learning in the most efficient possible
way. And even in the latter case where the problem-
solver is facing something entirely unfamiliar, it is a
logical point that he must start with the features of the
context which are meaningful to him or else he could never
get off the ground. What this sort of problem-solver must
be more aware of than the other is that there are quite a
number of ways in which the meaningful attributes can be
explained, and he should thus resist being led into the

most familiar without considering the others. This is in
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essence what happened to Lalande. He was more familiar
with observational error--possibly due to his equipnent—-
and so assumed his observations to be in error rather than
investigate the alternative explanation of a new planet.
This is also essentially Quine's point in talking about
our conceptual scheme-as a network which can be altered in
innumerable ways to fit the facts.6 Of course, one must
be alert to the possibility of unfamiliar explanations,
but this does not mean that one is being non-rational in
solving problems by starting with what one knows and is

most confident of.

3. A Concept Formation Experiment by Suppes and Ginsberg

In the preceding section I was especially concerned
to bring out two important points. The first of these was
that "pure" rote learning is really quite rare. In many
so-called rote learning experiments there is a great deall
of learning with understanding as well, although the kind
of understanding can vary enormously. Connected with this
point was the distinction between rote learning and rote

performance. The latter may involve & great deal of

learning with understanding although the former need not.
The second, not unrelated point, concerned the

importance of distinguishing the various kinds of

6386 previous discussion of this point in Chapter
II, Section 4.
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understanding involved. The first point was studied at
some length in the preceding section. The point concern-
ing the importance of the kind of understanding involved
is illustrated quite well in an experiment performed by
Patrick Suppes and Rose Ginsberg.7 .

The experimental procedure was as follows: The
learning tasks were the equipollence of sets (same number
of elements), the identity of sets (identical elements but
unordered), and the identity of ordered sets (sets with
identical elements in identical orders). Ninety-six first
grade subjects were run in four groups of twenty-four each.
In Group 1 the subjects first learned identity of sets for
fifty-six trials and then equipollence for a further fifty-
six trials. In Group 2 this order was reversed. In
Group 3 the task was first identlity of ordered sets and
then identity of sets. In Group 4 identlity of sets pre-
ceded identity of ordered sets. If wé take the following
symbolic repreéentation (as used by Suppes in the experi-
ment) ,

1. Ordered sets--0

7Patrick Suppes and Rose Ginsberg, "Experimental

Studies of Mathematical Concept Formation in Young Children,”
Science Education, vol. 46, No. 3 (April, 1963), 230-240,

and also reported in Patrick Suppes, "The Development of
Mathematical Concepts in Children,” Institute for Mathemati-
cal Studies in the Social Sciences, Stanford University,
Psychology Series, lechnical Report No. 63, February 25,
1964, It is the latter discussion with which I shall con-~

cern myself,
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2. Identical sets--I
3. Equipollent sets--E
and 0, I, and E for the absence of the property, we get
the tasks as follows:
A
Group 1. Distinguish 0 and I0 from EI and E.
Group 2. Distinguish O, I0, and EI from E.
Group 3. Distinguish O from I0, EI, and E.
Group 4. bistinguish 0 and I0 from ET and E.

B

Group 1. Distinguish 0, I0, and EI from E.

Group 2. Distinguish O and I0 from EI and E.

Group 3. Distinguish O and I0 from EI and E.

Group 4. Distinguish O from I0, ET, and E.
Of course the objective order of increasing gemnerality is
o, I0, EI, E. |

The sets in the stimulus display consisted of one,

two, or three elements. On each trial two sets were pre-~
sented and subjects were told merely to press one button
when the sets were "the same" and the other button when
they were "not the same.” The subjects were required to
make an overt correction response following each error.
Furthermore, no stimulus display was ever repeated for an

individual subject. This was done to rule out the possi-

bility of the subject's learning the correct response by
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rote. In the terms of my analyses the situation, S, varied
enough from trial to trial to rule out rote learning. (See
Chapter II, Section 6.)

It should be noted here that rote learning has not
been logically ruled out. There seems to be the bare possi-
bility that the stimulus displays or some other features
of the trial were sufficiently alike in all correct cases
that rote learning actually did occur. (All the other
features are present.) However, the empirical possibility
that rote learning occurred is extremely small and we are
perfectly justified in assuming that the subjects did
indeed come to learn that sets were "the same” whenever
they had identical elements, for example. Therefore, they
also believed it. This is a perfect example of evidence
of such a bellief desplte the lack of any verbalization of
it or even if it were badly verbalized. Of course, if a
subject were asked why he thought the two sets were the
same and he sald something like "They both have people in
them," then this would be evidence that he did not have
the appropriate belief. Further tests would have to be
made o either establish or refute the assumed correct
belief. It would also be interesting to find out, if
possible, why he said what he did.

Part of the experimental purpose was to investi-~

gate certain questions of transfer in the learning of
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these obviously logically related concepts. The results
were quite interesting. I shall not be concerned with
the mathematical models used to interpret these results.
These models are highly interesting in their own right,
but a discussion of them would take me far afield. Rather,
I shall merely indicate some of the results on transfer
and difficuldy of the various concepts.

First, it seems that the absence of any concept
is more eagily detected than its presence. This is ex~
plained by the experimenters as due to the "natufal"
dichotomy between O and U. In all the other concepts the
"presence” of the concept disagrees with this dichotomy.
For example, both I0 and EI show the presence of equi-
pollence, but both of these are also examples of 0. On the
other hand, E shows the absence of equipollence and also
the absence of O thus agreeing with the natural dichotomy.
It seems that the difficulty of a concept depends more on
prior training and experience than on the concept itself,
and this accords well with my analyses. The O versus O
dichotomy is most "natural” simply because the subjects
in previously learning what "the same" means have undoubt-
edly learned that two instances are the same if they have
all relevant attributes in common. In the case of O
versus O all the attributés except spatial location are

the same. This is in contrast to the I vs. I or E vs. B
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case where order or kind of element can also differ. O ex—
amples accord more closely with the c¢child's intuitive
notion of "the same.” A child who has learned with under-
standing that two O instances are "the same" has for his
reasons his intuitive beliefs concerning what it takes to
be the same. On the other hand these beliefs must be
modified to a certain extent if he learns with understand-
ing that two I or E instances are "the same.” It is clear
that the reasons involved in calling two instances "the
same"” can vary and with this variation comes differences
in the kind of understanding.

Secondly, the experimenters found that in the
objective order .0, I0, EI, E, the difficulty depended on
where the "cut” was made in the order. Thus if the task
were identity of sets, the -cut would be between I0 and EI
with O and I0 being the same (I), and EY and E different
(T). I0 and EI turned out to be more difficult than O
and E. The nearer the cut the harder the class. This too
accords well with my analyses. In terms of the child's
reasons for believing two instances to be 'the same” or
"not the same,” one would expect a priori O and E to be
easier than I0 and EI, for the former two either have aill
attributes the same or almost none, while the latter two
have some but not all attributes in common.

Perhaps the most interesting result occurs in the
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transfer results from one task to another. Recall that
the first task for Group 1 was to distinguish identity of
sets, i.e. to distinguish 0 and I0 from EI and E. Their
second task was equipollence, i.e. to distinguish 0, I0,
and EI from E. The observed results were a positive
transfer for ID and a negative transfer (interference with
learning) for EI. The explanation seems clear. The
natural dichotomy is O vs, 0. However, the first task
gives reasons for calling I0 "the same.” This class
carries over as "the same"” to the second task, thus the
positive transfer. On the other hand, the class EI is in
the first task "not the same” and in the second task "the
same"~--hence the negative transfer.’

Let me now look at these results from the point of
view of my analyses. I shall assume that a hypothetical
subject has learned with understanding at the end of the
first task that two sets are "the same" if they have the
same elements--identity of sets., What might his reasons
for this belief be? He might remember that all those cases
in which the two sets had the same elements in the same
order were called "the same."” He might also remember a
case where one set had a dog and a boy and the other set
had a boy and a dog in those orders respectively. This
case was also called "the same" by the experimenter. On

the other hand a set with a boy and dog was not called
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"the same” as a set with a dog and a cat nor was a set
with a boy called "the same” as a set with a boy and a
cat. He now proceeds to his second task and suppose he
also learns here with understanding that two sets are "the
same® if they have the same number of elements. But his
reasons here are different from his previous ones. He has
had to learn in the course of trials in the second task
that dog and boy is no longer "not the same" but "the same™
as girl and cat. He understood the first task (identity
of sets) in terms of reasons which did not also permit him
to understand the equipollence of sets. He had to expand
and modify his reasons to achieve the desired goal. Thus
he had learned with understanding that identical sets have
the same elements in the first task, but his reasons for
this were different from his reasons in the second task
where he had learned that equipollent sets have the same
number of elements. After having learned both these things
his understanding may be increased and his reasons for
elther belief probably are in terms that enable him to
distinguish the two kinds of sameness. The importance of
the kind of understanding in the two cases of learning with
understanding is apparent.

In concluding this chapter I want to consider two
general points that Suppes makes in hls introduction to

the above-mentioned paper, "The Development of Mathematical
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"8 Tne first point that he makes con-

Concepts in Children.
cerns the banality of the usual distinctions made between
understanding and rote skills. He argues that this banality
is due primarily to the vaguenesses of the terms involved.
It is obvious that I believe my analyses have helped to
clear away these vagusnesses at least in part. But further
they seem to give at least a partial philosophical clari-
fication to the notions of stimulus transfer and general-
ization which Suppes uses to attack the banality. I have
stressed the analysis of understanding in terms of the
reasons which a person must have, bul of even more import-
ance is the fact that my analyses leave open, and even
indicate, that there can be various kinds of understanding
depending on the particular nature of the reasons. Thus
there may be suthoritarian reésons, logical coherence
reasons, memory reasons, and theoretical reasons to name
just a few, The "desirable" kind of understanding seems

to involve the most general theoretical and logical reasons
consistent with the person's ability to comprehend them.
Finally it is an easy step to see the connections between
the general theoretical reasons and increased stimulus
transfer and generalization. Thus this latter psychologi-
cal approach to evidence of understanding is seen to be

naturally consistent with my analyses in terms of the kinds

81pid.
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of understanding involved. Further a closer attention to
the kind of understanding sought and the kinds which are
possible in any given task will probably aid the psycholo-
gist's tasks in designing experiments and theory.

Another point which Suppes makes in connection with
the banality of the distinction concerns the tendency of
.certain advocates of, for example, the new mathematics,
to extend the term "rote" to situations which cannot be
explained by simple associationist principles of psychology.
I believe my analyses help clarify this situation in at
least two ways. First I distinguish sharply between learn-
ing by rote and performing by rote. The former I have

argued appears by itself very rarely and the latter may de-
pend on a very high degree of previous learning with under-
standing. Thus I am on Suppes' side in believing that
"rote" is far too freely used without specifying what is
meant. Secondly, I have urged that there is a difference
between learning with understanding a single sentence and
learning with understanding a large body of material. I
have argued that the latter, which seems to be what the
new mathematics advocates are talking about, may indeed
require the acquisition of a great number of rote skills
possibly even learning them by rote. These rote skills are
tied together with certain "singular" "learning with under-
standing that's." Again a clear understanding of what
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is being called "rote" and the different kinds of under-
standing involved should aid discussion a good deal.

The second point Suppes is concerned with is the
matter of the efficacy of the "discovery" method of teach-
ing. Roughly, this method purports to allow the student
to "discover" truths for himself as opposed to simply
giving him material to be learned. Suppes objects that
this method has never been formulated in any systematic
way and that its advocates seem %o resist any experimental
tests by claiming that they are never of a sufficiently
prolonged or general nature to really prove the method's
value. It seems they always have a built-in objection to
any empirical evidence which might tend to refute then.

It seems to me that Suppes' objections are correct and
that it is the intellectual responsibility of the advocates
of discovery teaching to formulate their position so that
it can at least begin to be tested. Nevertneless, it seéms
that my analyses might help Vo separate the wheat from the
chaff in these discussions. If learning with understanding
consists among other things in coming to have reasons of

a certain sort, then I would venture the guess that the
proponents of discovery have, perhaps without fully real-
izing it, gotten hold of this important feature. As I
have already mentioned in Chapter III, the "reasons"

which a person must have if he is to understand anything
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must be comprehensible to him. It seems that the "dis-
covery"” method stresses this point by at least claiming
to allow the child to "discover" such truths for himself.
Implicit in this notion of "discovery" seems to be the
idea that the child relates the newly discovered material
with what he already knows, thus somehow logically guaran-~
teeing that he will really have reasons.

On the other hand, as is so often the case when
methodology itself becomes the guiding light, such people
seem not to realize that there is no logical reason why

other methods of teaching could not reach the same result

and perhaps even more efficiently. It is even possible
that the discovery method will not lead to the desired
results of putting the reasons into the learner's own
language, unliess, as seems to be the case, 'discovery' is
taken by these people as logically guaranteeing such ac-
quisition of comprehensible reasons. But in that case they
are not offering an experimental method, but merely calling
attention to a logical feature of learning with understand-
ing. But this is surely not what they claim to be doing.
It seems entirely possible to me, given a sufficient knowl-
edge of the general conceptusal apparatus, terms, and modes
of thinking of a group of people, that some lecturer could
so devise a set of lectures using these terms that the

resultant learning would be far superior %o any "discovery”



277

method. I would suggest that the advocates of "discovery"
teaching have dimly gotten ahold of a logically necessary
condition of learning with understanding and then without
further ado attempted to make this logical condition into
a psychological method., Realizing the logical conditions
is very desirable and may help in the construction and

testing of methods, but this latter is a separate empiri-
cal question which requires a properly formulated empiri-
cal answer. Thls problem will continue to occupy me in

the next chapter.



CHAPTER VI
APPLICATIONS AND CONCLUDING REMARKS

In the preceding chapters I have been concerned
to emphasize, among other things, that there are various
kinds and levels of understanding involved in the general
rubric, "léearning with understanding." For example, if
& high school physics teacher says in a lecture that
Newtonian mechanics is inadequate as a physical theory,
then given certain assumptions concerning the general
reliability of the teacher's pronouncements, the truth of
what he says, and the gstudent's belief in it, I would want
to claim that the student may have learned with under-
standing that Newtonian mechanics is inadequate as a
physical theory. But surely this kind of understending
is a very odd sort and not at all the kind that people
seem to be after when they talk about learning something
with "real" understanding. In this chapter I want to
examine in a bit more detail just what the reasons must
be like for a student to have learned something with
"real"” understanding.

A second point which I want to at least mention

is the rising problem of machines that "think" and
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"learn.” I shall discuss this possibility and try to
point out some conditions which must be satisfied if we

are to allow that machines can learn.

1. Learning the Structure of a Subject with Understanding

The intuitive notion that one has concerning "real”
understanding of a subject matter seems to involve the
student's reasons being somehow directly connected with
the subject matter itself and not with such apparently ir-
relevant things as some authority's telling the student
something is the case, or the student's own vague intui-
tions about what ought to be the case. This rather vague
notion can be sharpened somewhat by talking, as many now
seem to be doing, about the structure of a subject. It
seems that to learn something with real understanding, one
must have as his reasons a grasp of the theoretical struc-
ture of the subject in question. This 1s, of course,
closely connected with what it means to learn a subject
matter or discipline with understanding, and I have al-
ready treated this problem in some detail in Chapter III,
Section 2. Many of the ideas developed there are related
to the present discussion, and I shall constantly be
making use of them.

But what is the "structure” of a subject matter?

Jerome Bruner gives us a clue when he says
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Grasping the structure of a subject is understand-
ing it in a way that permits many other things to
be related to it meaningfully. To learn structure,
in short, is to learn how things are related.l

and ,

and

Fir

The teaching and learning of structure, rather than
simply the mastery of facts and techniques, is at
the center of the classic problem of transfer. There
are many things that go into learning of this kind,
not the least of which are supporting habits and
skills that meke possible the active use of the ma-
terials one has come to understand. If earlier
learning is to render later learning easier, it must
do so by providing a general picture in terms of
which the relations between things encountered
earlier and later are made as clear as possible.

further,
The first object of any act of learning, over and
beyond the pleasure it may give, i1s that it should
serve us in the future. ILearning should not only
take us somewhere; it should allow us later to go
further more easily.?

Several things are suggested by these excerpts.

st, it seems that the learning of structure often in-

volves learning certain subskills and a certain amount of

"mere®™ facts. I have already argued that this is indeed

tru
suf

mat

e, and I shall not repeat the arguments here. It is
ficient to remark once again that learning a subject

ter with understanding often involves learning how to

do certain things and learning to do certain things in

lJeroma S, Bruner, The Process of Education (New

York: Vintage Books, a division of Random House, 196G0),

P

?.
2Tbid., p. 12.
5Ibid., p. 17.
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certain situations in addition to learning with under-
standing that certain propositions of the subject matter
are the case,

A second, and perhaps more important, point which
is suggested by the quotations is, that of the propositions
which express the truths of s subject matter, the most
important for understanding are those which give the re-
lations of the subject matter, i.e. the principles and laws
of the subjeect. To learn the structure of a subject is
thus to learn its principles.

Now I want to be clear at this point Jjust what
sorts of principles I am considerinzg. In one sense, it
could probably be justifiably said that every time anyone
learns anything he always learns a principle; for this
is just what makes learning different from merely hearing.
For example, it might be said that if someone has learned
that the Declaration of Independence was signed in 1776,
then he has learned that whenever anyone asks him when
the Declaration of Independence was signed, he should
answer "1776." I admit that such "principles” are indeed
involved in learning, but they are of the kind which re-
late the student to certain possible actions of his and
are only indirectly connected with the subject matter he
is learning. These are not the kind of principles I am
considering.
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Rather the principles I am talking about are those
general statements, axioms, and empirical laws, which to-
gether with the definitions of the technical terms, compose
what can be called the "theory" of the subject matter or
discipline. These are the statements which enable one to
relate the particular empirical facts of a discipline into
a meaningful whole. In fact, one way of expleining any
particular fact is to show how the statement of it follows
deductively from a statement of certain general laws and
boundaxry conditions.4

However, the learning of these laws can still
take different forms and these different forms will reflect
different degrees of understanding of the subject matter
as a whole. For example, suppose that the associative,
distributive, and commutative laws are part of the
"structure" to be learned in learning how to solve alge-
braic equations. One might simply learn to transform
such equations in accordance with these rules but not
learn what these rules are nor how they are to be under-
stood. Conceivably a student might be able to solve a
great many equations in this manner, although he might be
bothered by certain unfamiliar situations in which the
rules do not have a straightforward application. Never-
. theless, the student "understands™ in some minimal sense

how to solve algebraic equations, despite his not having

43e¢e, for example, C. G. Hempel and Paul Oppenhein,
"Studies in the Logic of Explanation,” Philosophy of
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learned with understanding that the way one does this is
by an application of these rules.

Next suppose that the student learns with under-
standing that the rules state such and such. Suppose, how-
ever, that his reasons for believing this are simply that
his teacher has told him so and perhaps showed him how to
apply the rules. In this case the student has, perhaps,

a somewhat deeper understanding of how to solve algebraic
equations. He not only manipulates the equations in ac-
cordance with the rules, but he can also state the rules
and presumably apply them in relatively gnfamiliar situ-~
ations. However, his understanding of the "structure" of
algebraic equations is still not as deep as it might be.

Finally, suppose that the student now turns to the
foundations of arithmetic and begins to understand the
basic structure of the real numbers in terms of sets,
bounds of sets, ordering relations, and so on. I think
that no one would hesitate in saying that such a student
had a “real" grasp of the "structure" of algebraic equa-
tions and how the associlative, commutative, and distribu-
tive laws work. And even here there might be a distinction
between someone who understands these foundational matters

and the professional logician who not only understands

Science, Vol. 15 (1948), pp. 135-175, reprinted in Felgl
and Brodbeck, Readi%gs in the Philosophy of Science (New
York: Appleton-Century-Crofts, . _
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them but can use them in discovering new truths.

The foregoing three cases can easily be seen in
terms of concrete examples. Thus the first case might be
the situation of a high school student in his first algebra
class. The second might be that of a freshman in college
majoring in engineering who had no desire to learn more
than how to apply the rules. The last case could be a
theoretical mathematician who has made it his life's work
to understand the structure of algebraic equations.

What all this shows, I believe, is that simply
appealing to "structure” does not take us very far in
talking about learning with "real” understanding. Roughly
speaking, knowing the structure of a subject matter may be
a necessary condition of understanding, but it is cer-
tainly not sufficient since the structure can be approached
in many different ways. It seems that there are quite a
number of different kinds of reasons that we can use to
justify our beliefs. And these different reasons lead to
different kinds or levéls of understanding. Thus hearing
a person in a position of authority tell us something is
one way in which we can learn something with understanding.
Reading it in a book is another. Perceiving that it is so
is yet another, while being able to place it in a theoreti-
cal framework is again another way in which one can learn

something with understanding. And all of these ways, and
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probably many more besides, lead to different kinds or
levels of understanding.

These remarks alsoc serve to show why a general
analysis of having good reasons is so difficult to achieve
without circularity. All of these different ways in which
we justify our beliefs are prima facie "good enough.” Of
course, they can be contradicted by other of the ways and
then some sort of weighing process seems to be needed to
sort out what we are to believe with justification. That
is, if our senses tell us one thing and a theory another,
we must somehow decide which to believe if we are to
achieve knowledge. But what I would like to suggest here
is that while these various prima facie ways of Jjustifying
our beliefs are meant originally to help us understand
what it is to have a rational belief, they themselves in
the end rest upon our reconcliling conflicts between them
in a rational way. It seems that within certain bounds we
decide in some sense what is to count as a justification
of a belief. The notion of justification is essentially
open~ended. If this is so, then a complete specification
of what it is ultimately to understand anything is not
possible. For particular inquiries at particular times
and for particular people, the conditions for understanding
are more or less fixed, and it is within each of these

particular contexts that we can determine whether or not
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something has been learned with understanding.

The preceding discussion has obvious and direct
effects on questions of curriculum design. Even if we
grant the importance of emphsizing the structure of any
given subject matter, there still remains the question,
and I think it is to a large extent an evaluative question,
of just what sort of a grasp of the structure is to be
required. Are we going to insist that high school algebra
students learn the structure of equations in the same way
and with the same understanding as the expert in the
foundations of mathematics? I think not. Of course, both
are studying the "same" structure, but the reasons they
have for their beliefs sbout this structure will be vastly
different, and, I think, rightly so. Value judgments on
the kind of understanding required in any given subject
at any given point will still have to be made.

This theoretical discussion is also related to the
problem of teaching machines. Leaving aside the psycho-
logical problems of possible alienation and motivation,
there seems to be no logical reason why machines cannot
lead to learning with understanding. The reason for this
is that the kind of understanding desired must be speci-
fied for given situations, and, once this is done, there

seems to be no logical reason why machine programs cannot

be designed to achieve the specified sort of understanding.
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The critics of teaching machines cannot fall back on the
argument that machines are not able to promote "real”
understanding, because, if my arguments are correct, there
is no such general thing. There are only particular kinds
or levels of understanding which must be specified before
any evaluations can be made as to whether understanding
has been achieved or not.

But it might be claimed that my objections to
structure, resting as they do on the notion of different
kinds of understanding of structure, have been anticipated
by the notion of a spiral curriculum.

We begin with the hypothesis that any subject can

be taught effectively in some intellectually honest

form to any child at any stage of development.>
Roughly, the idea of a spiral curriculum is that of a
curriculum which takes Bruner's hypothesis to heart. The
structure of a subject is isolated and means of presenting
it to students in various stages of development are de-
vised. Instruction begins as early as possible and the
curriculum spirals back upon itself several times, each
time going into the subject more fully and with more
depth. Essentially then, this is a decision as to what
the variocus kinds or levels of understanding are which
are desired at any point in the curriculum and an attempt
to devise a program to produce these different levels of

understanding.

5Bruner, op. eit., p. 33. BSee also pp. 13, 52-54.
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Ideally a student could leave the curriculum at
any point and still have a2 certain amount of understanding
of the structure of that particular subject. In my ex-
ample of teaching students how to solve algebraic equations,
a student who wanted to be an artist might leave the cur-
riculum after he had only learned to solve equations in
accordance with the rules. An engineer might leave after
learning how to solve the equations, and only a mathema-
ticlan interested in foundations might follow the curricu-
lum through to the deepest understanding of the structure
of algebraic equations.

I could not be in more agreement with such a con-
ception. If my analyses are right, then this sort of
curriculum is the correct approach to learning with under-
standing on any level. However, noting these philosophical
points does not guarantee that a suitable curriculum will
be devised without a great deal more empirical work.

Bruner seems to realize this, but he is not at all explicit
as to just what the empirical work may involve.

For example, granted that the structure of a subject
is what is to be lesarned with understanding, the best way
of approaching this structure at various levels in the
curriculum is not at all obvious. The structure of most
scientific fields is usually conceived of as a hypothetico-

deductive system. But surely one could not, without
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empirical confirmation, simply present this system to the
student in that form and belleve that one had guaranteed
understanding. Perhaps one should begin by allowing the
students to try to discover this structure for themselves,
gaining only an intuitive grasp of the formal properties
of the system. This seems to be the idea of "discovery"
teaching. Perhaps, however, it would be better first to
try to teach the student some elementary properties of
uninterpreted formal systems and only later get them to
see how these systems can be given empirical significance.
Perhaps some combination of these approaches would be best.
Perhaps different approaches are needed at different stages.
What should the role of actual empiriecal laboratory work
be? How much methodology should be explicitly taught and
how much discovered by the student? These and a host of
other questions must be given empirical answers before the
philosophically sound notion of teaching "structure” can
be transformed into practical success.

In the humanistic studies where hypothetico-
deductive systems do not exist, the structure of a subject
is sometimes given in terms of the great themes which run
through the subject. Again the question arises whether
these themes should be taught first and then applied to
concrete situations, or whether they should be developed
and brought out through study of particular cases. Again
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a great deal of empirical work is needed.

Purthermore, the empirical work is not simple. I
think that any of these approaches could fit the conceptual
requirements of understanding which I have given, but the
problem is to make sure that each approach actually does
do this. Any approach must take account of the stége of
conceptual and cognitive development of the student, but
all too often this is done only for the favored method of
instruction. For example, suppose that one were teaching
logic and had, what does not exist, a fairly complete
picture of the conceptual scheme of a first grader. Sup-
pose also that this scheme showed that there was very
little grasp of formal operations. One might be tempted
to conclude that the best way of teaching logical concepts
to such students is simply to ignore the formalism and
concentrate on inutitive discovery of logical notions
through concrete examples. But this would be a mistake.
It might be better, again starting from what the student
actually does know, to try to develop an understanding of
formal properties and later see how these are to be in-
terpreted. Only adequate empirical research which does
not bias the results a priori can decide the question.
The only logical requirement is that whatever method is
used, it must start with what the students do understand

and thus can fit into their conceptual apparatus.
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Furthermore, there is no reason not to try Lo change, by
different prior instructions, the conceptual apparatus at
any given age.

But even supposing that all these questions can
be answered, there is still a great deal of ambiguity in
the notion of "structure." Even among the best minds there
is not universal sgreement on what "the" structure of any
given subject is, and this is true of the "exact" sciences
as well aé the inexact studies. For example, it is not at
all clear whether the structure of psychology is to be
understood as a search for merely descriptive generaliz-
ations of stimuli and responses as Skinner proposes, or
whether a more complete theoretical framework is ulti-
mately to be gained. To take another example from logic,
there 1s still quite a bit of philosophical controversy
as to whether the set-theoretical, truth-functional
approach or the constructive, intuitionistic approach is
the proper way to view "the" structure of logic. Surely
the various interpretations of "the" structure of a
subject must also be subjected to empirical test to see
which one leads most easily to a couplete understanding
of the subject. And here "complete” understanding must
include an appreciation of the differing ways of looking
at "the" structure of the subject.

In the field of logic, experiments are now being



292
undertaken at Stanford with the help of Dr, Paul Lorenzen
of Erlangen to begin to try to see whether an intuition-
istic approach might in the long run produce better results
than the truth functional approach. The experiments are
only being begun and obviously this 1s a most complicated
empirical task, but one which must be undertaken if we
are ever to know the best way of teaching the structure
of logic. Similar experiments need to be done in other
fields. Perhaps these problems are not crucial at the
beginning of the spiral, but they certainly are as one
advances.,

Another problem involved in the teaching and learn-
ing of the structure of a subject centers around the
methodology of the subject. No matter what the method
used to grasp the structure of a subject, that structure
itself is, by its very nature, of a formal nature. This
seems to be a conceptual truth, for the less easily onc
can formulate a subject in fairly precise terms, the less
"structure" it seems to have. Now a more or less precise
formulation seems to be necessary in order for a subject
to be well understood. But once the basic structure has
been learned, the worker on the frontiers of knowledge of
that subject often does not use a precise formulation in
order to guide further research. Indeed the further re-

search might itself be the search for & more precise
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formulation of a point which is grasped only intuitively.

Now it is this intuitive or insightful thinking of
the research worker as compared with the analytic exposi-~
tion of a well-defined area of knowledge that sometimes
seems Y0 be left out in discussions of learning with under-
standing. Can the methodology of discovering new truths
be learned with understanding? I think that to a certain
extent it can. There are, however, at least two obvious
dangers here. The first concerns the nature of the under-
standing of the subject matter itself. It will be recalled
that in Chapter II, Section 5, I discussed the example of
a scientist who makes a good intuitive guess that some~
thing is the case. I claimed that although I might want
to say that he knew that it was the case, I would want to
deny that he had learned it with understanding unless he
could fit his knowledge into the theoretical framework of
his science and prove that it was correct, i.e. unless he
had good reasons for his belief.

Now if this scientist consistently came up with
good intuitive guesses, one might be tempted to say that
he had learned with understanding how to discover new
truths. I think this would be a mistake if the scientist
could not give any reasons or tell how he made these
guesses. He has learned to make good guesses, but he has

not learned with understanding that he should do thus and
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s0 to come up with these guesses; for his methodology has
no explicit structure and thus could not be learned with
understanding. It seems to me that the right thing to say
about this case is that having learned a subject matter
with understanding is a necessary condition of learning
with understanding how consistently to discover new truths
in the field, but it is not sufficient.

So understanding the methodology of a subject can
be distinguished from understanding the subject. But this
gives rise to the second problem. It will be recalled that
in Chapter III, Section 4, I urged that there were very
few decidable procedures for discovering new truths. (By
"decidable"” I mean a procedure which, if accurately
followed, guarantees the finding of a solution if one sx-
ists.) Rather methodology seems in general to be a collec-
* tion of heuristic procedures which may aid in finding new
truths, but do not guarantee success. Now it is surely
worthwhile to examine these heuristic principles in a
theoretical way and try to give them a certain structure,
and perhaps even convert some of them into decidable pro-
cedures. However, the danger is that one will forget that
methodology is usually only heuristic if one concentrates
on learning the theory of methodology. One can become a
slave to methodology and come to believe, usually mistakenly,
that if a solution cannot be found by following the
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methodology, then one does not exist. Or one can reject
solutions found by methods which cannot be put into the
theory of the methodology. I have mentioned this danger
in the previous chapter. In effect if one gives a struc-
ture to methodology, one is tempted to believe that this
structure is itself decidable and complete, and anything
which does not fit it 1is worthless.

Of course, a great deal of empirical research is
needed here as well to see what effects an explicit method-
ology has on intuitive thinking. The important thing to
remember is that although an understanding of methodology
is ﬁnt guaranteed by understanding the subject, neither
is understanding the methodology a guarantee that new
truthe can be found only within the methodology.

2. Can Machines Learn?6

In this section I want very briefly to examine the
relationship of my analyses to the question of whether
machines can learn and in what ways. I want to make it
quite clear that I am in no way offering any answer to
this problem because I think in fact none can be given at
the present. What I am concerned to do 1s to isolate some

essential concepts in my analyses and try to see what

61 am indebted in this section to Dr. F. E. Yates of
the Department of Physiology at Stanford University for
several very helpful discussions. I am also grateful to
him for having allowed me to read an unpublished paper of
his entitled, "Mer and Machines."
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conditions would have to be satisfied in order for me to
be willing to say that these concepts are applicable to
machines.

I do not want to get involved in a semantical
discussion here of just what it is for something to be a
machine. This question may some day have to be answered
before we can answer the question whether machines can
learn and think. However, I think it will be c¢lear enough
for what follows if I simply take a machine to be some-
thing like modern day computers, servo-mechanisms, and
self-guidance systems plus future developments of these
along the presently indicated lines. I also want to ex-
clude man from the reference of 'machine' although he may
be a machine in the last analysis.

It is obvious that there are two key concepts in
my analyses of learning which are crucial for deciding
whether or not machines can learn. These are the concepts
of "belief"” and "intention." It 1s clear that "belief”
is essential} for in my analysis of learning with under-
standing the person must not only believe what he has
learned, but also he must believe the reasons for what he
has learned and believe that they are reasons. Even in
the case of rote learning the person usually believes that
he is in the appropriate situation to exercise what he has

learned whenever he is in such a situation, and in the
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case of the rote learning of facts he must believe the
statement of the fact. Furthermore, in both learning with
understanding and rote learning any exercise of what has
been learned must be intentional in the sense in which I
am using 'learning’'.

To take the case of "belief" first, it is not at
all clear that present day machines can be said to "be-
lieve" the propositions and rules that are stored in their
memory banks. If we consider belief in its role as a dis-
position to do certain things (not necessarily intention-
ally) then it seems that we would be tempted to say that
machines do believe. For surely the output of machines
is governed by their programs and the information fed into
them. We can also say that they produce their outputs
because of the programs and data which they have. Further-
more, deterministic machines do so in accordance with laws
which can be said to underlie the ascription of beliefs to
the machines. If it is objected that laws do not underlie
beliefs in the human case and that beliefs are only
tendencies to act in certain ways, then random machines
can be constructed which also only "tend" to perform in
certain ways. I think that it is the dispositional aspects
of beliefs which lead us to say that machines can "believe"
things and I see no logical reason to deny that actual

machines, and certainly possible ones, do seem to possess
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the dispositional aspect of beliefs.

Furthermore, the fact that "belief" in the human
case provides us with opaque contexts seems no reason to
suppose that machines cannot believe things. For just as
in the human case, if the machine does not have the infor-
mation that a particular singular expression refers to the
same thing as another singular expression, then the machine
cannot substitute one for the other any more than the
human can. Belief is opaque, at least in the simple cases,
for machines as well as for humans.

But it might be objected that when we come to the
more complex cases of belief and other important aspects
of it, machines do not believe after all. In addition to
beliefs being dispositionsl, the statements expressing
them must be "grasped," or "understood," or "entertained"
by the supposed believer, and this, it could be argued,
cannot be done by a machine. But what is the force of
the 'cannot' here? Is it a logical cannot or merely an
empirical one at the present state of the art? It seems
to me that this question goes to the very heart of under-
standing what language is all about. |

It will be useful at this point to recall my dis~
cussion in Chapter IV, Section 1, about the distinction in
language between meaning and use. If, as has been argued

by some, language is to be understood in terms of a
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rigorous formal theory with precise formulations of the
syntax, semantics, and transformation rules, if, in short,
meaning is logically independent of use, then there seenms
to be every reason to suppose that to grasp the meaning of
a gtatement in the language is simply %o "know" the formu-
lation of the language and all the rules of it. In this
case there seems to be no reason in principle why machines
could not be built and programmed so that such a language
could be understood in this way.

Now it is surely obvious that no ordinary language
has such a precise structure. However, this may be entirely
accidental and due simply to man's failures to understand
the essential nature of language. It can then be argued
that ordinary language can be replaced by one which does
have the requisite loglcal rigor and furthermore we would
be better off if this were done; for we would not be mis-
led by an imprecise language. 1 repeat, if this is the
nature of language, then it seems perfectly plausible to
admit that a machine could be constructed that could
"grasp" a proposition expressed in this language and hence
believe the proposition.

On the other hand, if, as I have suggested, mean-
ing is not completely logically distinct from use, then
another problem arises. It may be that much of ordinary

language can be understood in terms of a precise systematic
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language, but this may not be the whole story. It is
because language has what precision it does that we can
use it in the ways in which we do, and it is through a
knowledge of these uses as well as the precise character-
izations of linguistic units that we are ultimately to
understand language.

For example, it is just because words have the
meanings that they do that we can understand what a meta-~
phor is. According to the rules of a formalized language,
metaphors would be either meaningless or false and that
would be an end of it; for it is clear that a pretty girl
is not, strictly speaking, 2 melody. Nevertheless, meta-
phors are not meaningless and although they may be false,
that is not the end of the matter. The situation seems to
be that in virtue of their meanings, metaphors can be used
in a language-using society to serve certain intentions

that the members of the society may have, e.g. calling
attention to certain similarities without actuwally claim~
ing that every aspect is the same.

Moreover, it does not seem likely that these uses
could ever be given a strict formulation. For if such a
formulation were given, it would always seem to be possible
for someone to use the formulation for yet other purposes.
In fact this seems to me to be the case in ordinary
language with lying. We already have a fairly precise set
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of rules that tell us what language t¢ use in making an
assertion, and it is precisely by using these rules with
the intention of deceiving someone that lying is possible.

If all this is correct, and if it is impossible to
understand language completely except in the context of
a society of language users, then two points arise con-
cerning the applicability of "belief” to machines. The
firat is that the notion of belief cannot be extricated
from the notion of intention. I shall return to this
point below. The second point is that, at the very least,
for machines to "believe"” something, they must be members
of a society of some sort with societal purposes, sanctions,
rules, etc. This society could be among men and machines
or it could be an intermachine society.7

Of course, the philosophical guestions concerning
the basic structure of language are so unsettled that we
cannot easily decide the above questions concerning the
relative merits of precise languages versus ordinary
languages. In other words it is not clear whether or not
grasping the meaning of a sentence in a language can be
understood independently of the societal use of that
language. If it can, then there seems to be nc logical

7F0r an interesting discussion of a similar point
and an excellent exposition of the general position that
machines can think see, J.J.C. Smart, Philosop%% and Scien-
tific Realism (London: Routledge and Kegan Paul, 1963),
especially Chapters V and VI,
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reason why machines cannot be said to believe things. If
"grasping the meaning of a statement” does need to be
understood in terms of societal uses, then it is simply
not clear whether machines can believe or not. In either
case if machines are to be said to have learned things,
the question of whether they can "intend"” must be answered,
and it is to this question which I now turn.

For all that the notion of "grasping the meaning
of a statement™ may not depend on a socieby of communi-
cating beings, the notion of "intention" clearly does.
Thus at least one condition of machines being able to
learn in the full sense is that they be capable of being
members of some sort of society. They must be able to
formulate purposes, communicate these purposes, and find
means of carrying them out. And this involves me at long
last in the question of free will; for this gquestion is at
the heart of "intending." It seems obvious enough that
no present day machine exhibits anything like free will.
It is true that certain machines, for example, guided
missiles, exhibit a certain kind of "purposive" behavior,
but this behavior is clearly not of the machines own
choosing. It will not be necessary for me to get involved
in a detailed discussion of free will and determinism in
order to suggest at least two ways in which it might be
possible to attribute "free will" to machines. If these
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ways are indeed possible, then this should show that there
is no logical reason why we may not some day be willing
to ascribe free will to machines.

One school of philosophy has long argued that there
is essentially no inconsistency in the notions of free will
and determinism. Following Aristotle this school charac-
terizes a "ffee“ action as one which is caused, but caused
in a particular way--by the motives, desires, beliefs, etc.,
of the agent. Freedom on this view is simply the absence
of constraints, and there seems to be no logical absurdity
in supposing a machine could so act. Of course, free
action is also action which is open to reason, persuasion,
threats, and so on. But again if the machine were complex
enough, there is no reason to suppose that we could not
program it to recognize certain incoming data as reasons,
threats, etc., and modify its action accordingly. A great
deal of work would proabably have to be done on the logic
of such concepts as “"want," for example, in order to be
able to program a machine to do something whenever it
"wants" to, but again I see no logical difficulties.

Alternatively, this approach is strengthened by
each advance in deterministic psychology. If, for example,
a program of neuro-physiological reduction can be carried
out, then we would have a neural correlate of what we call

free will and could very probably program the same structure



304
into & computer. It would seem that psychology and com-
puter programmers could work hand in hand on this approach,
each supplying models for the other to try. I see no
reason why there may not be a convergence some day.

The other approach takes free will to be somehow
indeterministic, uncaused. But again there are no logical
problems here. From the side of humans this indeterminacy
need be nothing more than a random leak of stored infor-
mation into certain plans to produce altered plans which
are then evaluated as to merit by other plans. After all,
we are born with a genetic "plan" which determines to some
extent our development. Might not some of these genetic
plans be altered by incoming data and others by randonm
leaks of some sort?

From the side of machines it is certainly possible
to construct non-deterministic machines, machines which
act on the basis of random data. Furthermore, we can con-
struct machines which could randomly leak some of their
data and thus change parts of their programs. These
changed programs could be evaluated by other programs and
so on. If such a machine seemed to exhibit intentional,
rational behavior, would we wish to deny that it had free
will? If so, why?

Admittedly all of the foregoing is highly specu-

lative. Certainly no machine at present is capable of
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such behavior, but might this not be simply because we
have been too timid in our design? The important point I
hope to have brought out is that if machines are ever to
be developed which can be said to "believe” and "intend"
in a full-blooded sense, then these machines must be de-
signed to operate as members of a communicating soclety
with all the complex behavior which that entails. But 1
have found no logical reason for believing that this might
not some day come to pass.

This whole problem of whether machines can learn
can be approached from another direction than seeing what
conditions would have to be satisfied for my analyses to
apply. This approach makes use of what machines which
have already been developed c¢an, in fact, do. There are
two recent developments in this regard which are‘especi—
ally worthy of notice. The first is that machines have
been developed which can, in a certain sense, "learn from
experience.” The second point is that machines have been
developed which can recognize certain "gestalt" properties.

By M.earning from experience” I mean that machines
have been built which have hierarchical programs. This
means that the machine can keep track of its behavior on
one level by means of a program on a higher level. The
higher level program can then change the lower level

program in accordance with some predetermined criteria
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of merit. Furthermore, the hierarchy seems to be limited
only by the complexity and size of the machine.

This development makes possible a certain amount
of "strategy” and "inventiveness" by the machines. For
example, certain heuristic strategies can be built in on
the second level program which can examine the first level
operations and change them according, perhaps, to a third
level criteria of merit. Thus results can be obtalned
which were not predicted by the programmer even though Tthe
working of the machine may be deterministic and the human
calculator would have obtained the same results following
the same rules.

Another process which can be used with hierarchi-
cal programming is an inductive one. Inductive rules of
inference can be prograsmmed into the computer at higher
levels and the machine can then observe its own behavior
and inductively formulste the rules of this behavior. Of
course, these inductive rules lack a mathematical pre-
cision, but then so do the intuitive rules by which humans
work. Even in logic the precise rules of a formal lan-
guage can be formulated only in the less precise notions
of a meta-language. And if one converts the meta-language
into object language, then its rules can only be formulated
in terms of yet another imprecise meta-language. The com-

puter is no worse off than human beings in being compelled
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to start with something which is simply intuitively "under-
stood" or taken for granted.

One upshot of all this is that machines can in
principle be constructed which can show G8del sentences to
be true.8 Furthermore, the machine can convert itself into
a higher order machine by adding the G8del sentence to the
axioms of the theory and constructing another G8del sen-
tence. The process is limited only by the size of the
machine.,

But not only can an inductive machine be constructed,
one can also build in a capacity to take occasional leaps
on less than inductively adequate evidence. This could be
done in a random way and the conclusions thus arrived at
could be evaluated by the machine. Surely it is an empiri-
cal possibility that such a procedure would come up with
as many useful conclusions as human intuiters do. And if
the machines did do this, would not this be some evidence
for saying that computers can make intuitive "leaps™ on
the basis of their past "learning?" I think that these
developments show that in a certain sense machines can

solve some very complex problems in a non~trivial way.

8GBdel sentences are statements which can be formu-~
lated in a theory but which can neither be proved nor dis-
proved in that theory. However, they can be shown to be
true by metatheoretical considerations. Furthermore, if &
G8del sentence is added to the theory as an axiom, it is
possible to construct a new G8del sentence in the new
theory, and this process can be repeated an infinite number
of times.
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Surely this is at least one element in using what has been
learned.

The second major machine development which I want
to discuss is the recent work in the recognition of "gestalt”
properties of symbols. Machines have been built which can
recognize words and letters in whatever size or position
they may appear in its scanning field. For example, 'e'
can be recognized as an e whether it is large or small,
backwards, upside down, tilted, etc. Now surely this is
at least & promising beginning in the recognition of
essences, e.g. "e-ness.” A great many of the problens
arising because of the previous necessity of restricting
computers to arithmetical data can be solved by such
machines.

Of course, it can be objected that the "essence”
that the machines recognize in such cases is the essence of
a physical symbol and not the essence of what the syﬁbol
means. And I think that this would be a correct thing to
say. However, as I have already argued, at least & part
of the meanings of symbols can be expressed in rather pre-
cise terms and these surely could be programmed into the
machine for use in "grasping" the meaning of words.

But this brings me right back to the problem of
the distinction between the use and meaning of linguistic

entities. If a knowledge of use is required in addition
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to knowledge of formal properties in order to grasp the
meaning of language, then it would seem that machines must
be brought into some sort of society and must be able %o
formulate and carry out their own purposes in this society
before one can say that they actually learn.

Can machines learn? I simply do not know. The
answer to the question must await further empirical de-
velopments in the field of computer design. It seems clear
enough that present day machines cannot learn in the sense
that full-fledged members of a society can learn. Never-
theless, some of them certainly exhibit behavior suffici-
ently similar to the behavior of persons who have learned
something to enable us to say at least in an inverted
commas sens of 'learn' that machines can "learn.” Further-
nore, I have tried to point out just what the force of the
inverted commas might be. I think it refers to the problem
of constructing a machine which can freely interact in a
society. And I sec no a priori reason why these inverted
commas may not someday be removed from the statement,

'Machines can "learn™'.

At any rate, humans can learn, and it 1s to some
of the problems of human learning that this dissertation
has been addressed. Although I make no claims to have

solved or even touched on all the problems connected with
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learning, I hope at least to have made a beginning at
understanding some of the logical requirements of certain
kinds of learning. If I have removed even some 0of the
conceptual confusion that all too often surrounds dis-

cussions of learning, I will have succeeded.
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